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Preface

This work presents a summary of my main scientific interest in condensed matter physics since
my PhD studies, which | have devoted to experimental studies of electronic properties of a
relatively wide spectrum of material. As suggested in the title of this thesis, a significant part
of my contribution lies in crystal growth; however, | should not forget to mention that I also
focus on several characterization and measurement techniques. My career as a crystal grower
started with my PhD studies at the Department of Condensed Matter Physics. From my
supervisor, Vladimir Sechovsky, | got a special opportunity. The opportunity was called an
empty laboratory space with one resistive furnace, and the task was to implement the molten
metal flux growth method for the preparation of new materials. To get some practical
experience, | first visited the group of Gerard Venturini at the University Henri Poincarg,
Nancy and then spent eight weeks at Ames laboratory in the group of Paul Canfield. There, |
could see how world-class quality single crystals can be grown in a relatively modestly
equipped laboratory, but most importantly, I could see the philosophy of focusing on popper
materials, which would advance my knowledge in physics and material research. That
significantly increased my motivation to follow trends in physics and materials science and
look for challenges that crystal growth offers. This approach has persisted until the present
time.

The only period in my career where | was not growing crystals was during my postdoctoral
research at Leiden University in the group of Jan Aarts, where | worked on a collaborative
project focused on graphene research in the years 2011 - 2013. To a great extent, my decision
not to prepare my samples had both bright and dark sides. It allowed me to focus more on other
experimental techniques, such as lithography, charge transport studies, or scanning probe
microscopy techniques, but it limited my access to suitable samples and information about the
sample preparation history. Consequently, I made the decision not to be only dependent on
samples from external sources in the future.

After my postdoc in Leiden, | returned to Prague in 2013. In about the first five years after
returning, | partially focused on heavy fermion physics, which | had already studied during my
PhD and then continued by mentoring and collaborating with, at that time a PhD student, Marie
Kratochvilova. Together, we grew several members of a new series of new heavy fermion
superconductors, mainly CesPdIni; and CesPting;. Having in mind problems with the separation
of phase pure Ce2PdIns single crystals, together with experience with electron-beam
lithography from Leiden, | decided to employ the Focused lon Beam technique to fabricate
tiny phase-pure samples for resistivity measurements. At the time, it was the rather unexplored
approach for which I obtained a postdoctoral grant. Together with my bachelor student Jifi
Volny, we spent almost two years of trials, connected with regular travels around Prague labs,
because each step required some equipment we did not have in our laboratory. After the help



of Philip Moll, who kindly shared with us one important step he invented, we had the method
working.

My second field of interest was initiated by a short collaboration on studies of polycrystalline
CuMnAs with X. Marti from the Department of Spintronics and Nanoelectronics Institute of
Physics of the Czech Academy of Sciences. Later, it developed in gradually increasing
collaboration with and other members of the group such as Karel VVyborny, with whom | work
on studies of magnetic anisotropy in selected antiferromagnets and with Helena Reichlova and
Dominik Kriegner, with whom | have currently discussed further studies of the so-called
altermagnetic materials into two-dimensional systems, which is currently one of the hottest
topics of spintronics.

My inclination toward two-dimensional materials is motivated by another project that | have
been working on for the last three years. That project is studies of misfit layered compounds,
where we discovered moiré sliding ferroelectricity, a completely new phenomenon in two-
dimensional van der Waals materials, which has been of high experimental interest in about
the last three years.

This thesis is divided into four main chapters and a summary. The first three chapters present
my contribution to studies of heavy fermion superconductors, antiferromagnetic spintronics,
and sliding ferroelectricity in misfit layered compounds. The last chapter presents the
necessary effort to obtain high-quality samples for all the research. In the summary, I discuss
the achievements and future perspectives of my research.
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1 Layered Heavy Fermion Materials - A Crossover
between Magnetism and Superconductivity

1.1 Heavy fermion materials, superconductivity

Heavy fermion materials belong to the group of strongly correlated electron systems, where
the formed quasiparticles have a very high effective mass (i.e. they appear as heavy) ) [1-5]
This phenomenon was first observed in 1975 in CeAls [6] by measuring a surprisingly high
specific heat coefficient, the Sommerfeld coefficient y = 1620 mJ mol* K2, three orders of
magnitude higher than in the usual materials. The coefficient y, a material constant used in an
electronic specific heat, is proportional to the (thermal) effective mass; therefore, the term
‘heavy fermion’ is used in the cases of its high values. The formation of heavy quasiparticles
is connected with a strong correlation between magnetic moments and conduction electrons in
materials containing magnetic atoms. In 1979, superconductivity was discovered in
CeCu2Si2 [7], a material for which the BCS theory could not be applied. CeCu2Si2 was then
followed by many other materials such as UBeis [8,9] or UPts [10,11] containing 4f or 5f
elements summarised in several review articles [4,12-15]. At first sight, the most striking
difference compared to the ‘BSC superconductors’ was the presence of magnetic elements in
the crystal lattice. However, there have been more peculiarities in the behaviour of the new
type of superconductors; a long journey full of discoveries of exotic materials and phenomena
has started. The Cooper pairs can create an anisotropic p-wave spin-triplet, d-wave spin-singlet,
or even f-wave spin-triplet state (so the opposite exchange symmetry of the Cooper pair wave
function is preserved). This unconventional symmetry is then reflected in a strong anisotropy
with characteristic nodes in the superconducting gap [14,16,17]. The character of the Fermi
surface, magnetic anisotropy, or symmetry of the superconducting gap are essential input
parameters for theoretical models. While conventional (s-wave) superconductors are mediated
by phonon interaction, unconventional superconductivity is thought to occur in the presence
of magnetic excitations or even with a coexistence with magnetic order [12,14,15,18]. When
the magnetic ordering is reduced to zero by an external parameter, such as pressure, doping, or
magnetic field, a continuous phase transition known as the quantum critical point (QCP) is
created. It has been observed in many different systems (cuprates, pnictides, heavy fermion,
and organic SC) that the highest superconducting transition temperatures, in a certain
temperature-doping or temperature-pressure phase diagram, occur when the material also
shows the T-linear behaviour, i.e., the non-Fermi liquid state [12,19,20].

1.2 The layered CenTmlInzn+2m System

An important group of heavy fermion materials, the so-called ‘1-1-5" and ‘2-1-8’ tetragonal
compounds were discovered in the early 2000s. Compounds are formed from Celns layers
altered by TlInz layers (RE = Ce, T = transition metal) [21,22].



The main building block of the series, cubic Celns, is an ambient pressure antiferromagnet
with a Néel temperature of 10.2 K and Fermi liquid behaviour [23]. Antiferromagnetism
vanishes under a hydrostatic pressure of 2.5 GPa, being in the superconducting dome of 2.2 —
2.8 GPa with a maximum T¢ of 200 mK [24,25].

A prominent role plays CeColns, an ambient pressure superconductor with the highest Tc (2.3
K) within Ce-based compounds [26]. STM [27,28] or point contact [29] showed that the
superconducting gap symmetry is dxzy2. The non-Fermi liquid behaviour of the resistivity
above the critical temperature indicates the vicinity of QCP [26]. The compound has an
interesting H-T phase diagram with a magnetically ordered phase, called the Q-phase, between
10 and 11.4 T and temperatures below 300 mK [30,31]. The quasi-two-dimensional Fermi
surface with high effective electron mass was shown by de Haas van Alphen (dHvVA)
experiments [32,33].

CeRhlIns shows fermi-liquid behaviour with antiferromagnetic transition blow Tn = 3.8
K [34,35] at ambient pressure. With applied pressure, antiferromagnetism is gradually
suppressed, superconductivity is induced, and Tc increases with pressure. Antiferromagnetism
vanishes when Tn = Tc [21,22,36].

In Celrlns, the onset of superconductivity measured by resistivity (Tc1 = 0.75 K) is somewhat
higher than the bulk value determined from specific heat measurements Tc2 = 0.4 K [26,37]. It
is ascribed to the presence of stacking faults that create percolating superconducting slabs that
lead to zero resistance above the onset of bulk superconductivity.

Ce2Colng and Ce2RhlIng mostly mimic the properties of their 1-1-5 counterparts, only their
magnetic or superconducting transition temperatures are somewhat lower [38-42]. Cezlring
shows field-induced non-Fermi liquid behaviour and random spin freezing below 0.6 K; no
superconductivity was detected down to 50 mK [43-45].

Due to the layered character of the compounds, the 1-1-5s and 2-1-8s are often discussed in
the context of the dimensionality of the fermi surfaces. Compared to three-dimensional Celns,
quasi-two-dimensional (cylindrical) Fermi surfaces were measured by dHVA experiments in
the 1-1-5 and 2-1-8 systems, 1-1-5s are closer to the ideal 2D Fermi surface than 2-1-
8s [33,46-49]. The reason for the cylindrical Fermi surfaces is the hybridisation of d electrons
of the T atom with 5p electrons from indium. This reduces the density of states near the Fermi
level; there are almost no conduction electrons in the TInz layer. Hence, looking at the crystal
structure, the dimensionality is given by the stacking of layers, as depicted in Figure 1.
Correlations between dimensionality, magnetism, and superconductivity can be observed, in
agreement with theory, showing that reduced dimensionality leads to an increase in the critical
temperature Tc [50-52].
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Figure 1: Crystal structure of the layered CenTmlInzn:2m compounds with increasing n/m ratio. Below
each structure are the transition metal elements of the existing compounds.

The “dimensionality row” was significantly extended after new compounds with T = Pd and Pt
were discovered: Ce2PdIng [53-58][A1,A2], CesPdIni: [59] [A3,A4], CesPdInie [59],
CePt2In7 [60-62], Ce2Pting [A3,A5] and CesPtlnii. As presented in Figure 1, these compounds
generate smooth lines of compounds where the magnetism and superconductivity, as well as
the phenomena of quantum criticality can be studied with respect to the Ce-layer separation.

Our work focused on studies of the T = Pd and Pt, and we were the first to succeed in growing
phase-pure single crystals of Ce2PdIns, CesPdIni1 [A4] CesPtIni1 and for the first time reported
the existence and isolated single crystals of Ce2Ptlng [A3]. On looking at both series, the
existence of 1-1-5 compounds with Pt and Pd has not been reported. The issues with crystal
growth are discussed in [A1-A3]. From the 2-1-8 series, the Ce2PdIns and CezPtIng have been
studied. The first study on polycrystalline Ce.PdIng showed non-Fermi liquid behaviour down
to 0.35 K, suggesting that the compound is in the vicinity of the quantum critical point [54].
Immediately after the reported results on polycrystals, single-crystal studies appeared to be in
contradiction to the results on polycrystalline samples [55]. As described in [A1,A2],
Ce2PdIng single crystalline layers cover a Celns phase hidden in the core of the sample, which
was a source of the antiferromagnetic signal at 10 K, leading to misinterpretation of the
data [63]. We have shown that Ce2PdIns is a heavy fermion superconductor with a critical
temperature below 0.7-0.5 K that is sample dependent and suggested procedure for the
preparation of CezPdIns single crystals [A2]. At almost the same time, another study on
polycrystalline samples (annealed 700 ° C compared to 600 ° C applied before [54,64]) showed
the presence of superconductivity below 0.7 K and non-Fermi liquid behaviour above Tc,
contributing to the consensus that CezPdIns is a heavy fermion superconductor. Further studies
closely linked Ce2PdIns with the properties of CeColns. Ce2PdIns manifests field-induced QCP



near Hez ~ 2.3T [65], decrease of effective masses determined from dHVA experiments [66] or
line nodes in the superconducting gap [65,67]. Only the anisotropy is lower because of the
crystal structure.

CezPtlng compound is paramagnetic to 50 mK. It does not show any significant field
dependence of the effective masses determined from dHvVA frequencies and is not considered
to be in the vicinity of QCP [68] together with difficult syntheses it makes the compound less
studied.

A different case, already from the point of view of crystallography, is CesPdIn;; and CesPdIni:
with a new type of stacking [59,69]. As shown in Figure 1, there are two distinct Ce sites in
the lattice. The layers containing the Ce(1) site are surrounded on one side by the Tinz layer
and on the other side by the Celns layer similar to the Ce ions in CezTins (4mm symmetry),
while the C(2) site layers are surrounded by Celns layers from both sides similar to Ce ions
Celnsz (4/mmm symmetry). Both compounds also have exceptional physical properties. We
have shown that CesPdIni1 orders antiferomagnetically below T1 = 1.67 K with an order-to-
order transition at Tn = 1.53 K. The superconducting state is formed below Tc = 0.42 K. The
detailed analysis of the entropy change suggests that the magnetic moments are reduced by
Kondo screening [A4] and that Ce(1) and Ce(2) sublattices are expected to have different
Kondo temperatures and different RKKY interactions giving rise to complex ground state. The
large value of (duoH,/dT)y, indicates that the Cooper pairs are formed by heavy
quasiparticles. The fact that superconductivity coexists with the antiferromagnetic order at
ambient pressure makes the compound attractive for further studies. However, there has been
a slightly better candidate with similar properties, CesPtIna.
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Figure 2: The temperature-magnetic field phase diagram constructed from specific heat measurements
of a) CesPdIni1 and b) CesPtIni1. The main figure shows the data mapped by the thermal response
technique for H Il ¢ and the inset shows data for the H L ¢ axis derived from standard specific heat
measurements based on the relaxation technique. The black diamonds and the green circles show Ty
and T, respectively. Data taken from [A4, A5].



Table 1: Comparison of the lattice parameters, transition temperatures T1, Ty and T, the Sommerfeld
coefficient y, initial slope of (duoH,/dT)s, and the upper critical field Hy, for CesPdIni: and

CesPdlInyg, pata taken from Ref. [A4,A5].
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Figure 3. The zero-field T-p phase diagram of CesPtini1. Transition temperatures T1 (circles), Tn
(diamonds), T. (triangles), and Tg_ (squares) obtained from ac calorimetry and resistivity are denoted
by closed and open symbols, respectively. The crosses are the results of a sample from different batch.
A possible continuation of T;—T. and Tn—0 is indicated by the red-dotted and blue-dashed line,
respectively. Taken from [A5].

Our study shows that in CesPtIn11 the transition temperatures are slightly higher, see Figure 2
and Table 1. Moreover, the transitions in the specific heat and resistivity data (not shown) are
sharper, suggesting better sample quality. Therefore, Ce3PtIin11 was selected for hydrostatic
pressure studies. We have performed resistivity and ac calorimetry to explore the temperature-
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pressure phase diagram; see Figure 3. Similar to other heavy fermion systems, with increasing
pressure it shows a gradual decrease of the antiferromagnetic order, while the Tc is increasing,
at pressure of 1.1 GPa the Tn and Tc have the same value. Under pressures between 1.1 and
1.6 GPa, superconductivity evolves out of the non-Fermi liquid state. Maximum Tc = 0.7 K is
reached at~ 1.3 GPa, indicating the position of the magnetic QCP [14,18]. Similar to CesPdIni1
the two crystallographically different Ce(1) and Ce(2) sites are also expected here to
experience different Kondo screening. Our [A6] *°In nuclear quadrupole resonance (NQR)
study revealed that the Ce(2) ions maintain their 4 f-magnetic moments due to insufficient
Kondo screening. The Ce(2) moments become magnetically coupled via an RKKY interaction
through the adjacent Ce(1)2PtIns layer, establishing long-range AFM ordering at 2 K. It was
shown that the In(4) site surrounding the Ce(2) site experiences internal field also in the
superconducting state confirming that the magnetic order persists down to lowest temperatures,
therefore, the QCP at pc 1.3 GPa is inherent to the Ce(2) sublattice. In contrast, the Ce(1) ion
is on the verge of magnetic ordering, but the enhanced local on-site Kondo interaction just
balances out the RKKY interaction. It supports the hypothesis about the spatial separation of
magnetism and superconductivity such that the Ce(1)2Ptlns layer would be primarily
responsible for superconductivity and the Ce(2)Ins layer for magnetism. Another group
performed a further symmetry analysis of their 1*°In NQR spectra and defined the propagation
vectors in the two antiferromagnetic states, and, in a similar conclusion to our previous results,
further discussed the role of two inequivalent Ce sites [70].

1.3 Summary

Discovery of the Pd- and Pt- based CenTmlnsn+2m extended the material bases for studies of the
interplay between magnetism and heavy-fermion superconductivity. The fact that several
studies of Pd and Pt-based compounds were performed on polycrystals shows, that single
crystal growth of these compounds is not straightforward as in the case of Co, Rh and Ir base
systems. The problems with growth limit the availability of good-quality samples and
subsequent studies. We succeeded in the synthesis of the first single crystals of Ce2PdIn8,
CesPdIni1, Ce2PtIn8 and Ce3PtInll and presented detailed procedures to obtain phase pure
crystals. Subsequently, we performed pioneering experiments on CesPdIni: and CesPtlni
single crystals and disclosed the unique position of the two materials within Ce-based heavy
fermion compounds. They exhibit the coexistence of antiferromagnetic order and
superconductivity [A4,A5]; moreover, due to the presence of two distinct Ce sites in the crystal
lattice, the magnetic order and superconductivity are believed to be spatially separated within
the two distinct Ce sublattices.
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2 Materials for antiferromagnetic spintronics

The majority of spintronic research is naturally conducted on thin films or multilayers from
which various sophisticated and complex devices are fabricated. The role of bulk materials is
in the determination of their fundamental physical properties and in searching for potentially
interesting materials for spintronics applications. In the section below, three different cases of
bulk material studies are presented: In the case of CuMnAs, the material was considered as
potentially interesting for antiferromagnetic spintronics application; however, there was almost
no knowledge about its properties. In such a case, it is often more economical to investigate
the basic properties of bulk materials and evaluate whether it satisfies the fundamental
expectations. And so it was done as explained below. Similarly, NaMnAs was reinvestigated
for possible applications, with the difference that no thin films have been prepared yet for
reasons discussed. Another reason why bulk materials are investigated are types of
measurements that are difficult or impossible to be conducted in thin films either for the reason,
that the experiments require some critical sample volume (such as inelastic neutron scattering),
specific crystal orientation, or clean surfaces, as shown for the case of angle-resolved
photoemission spectroscopy (ARPES) on altermagnetic MnTe.

2.1 Antiferromagnetic Spintronics

With the absence of stray fields in antiferromagnets and inherently faster dynamics (as opposed
to ferromagnets), this branch of spintronics holds the promise of commercially viable memory
devices [71,72]. The demonstration of a spin-valve-like signal in NiFe/IrMn/MgO/Pt with an
antiferromagnetic metal (InMn) on one side and a non-magnetic metal (Pt) on the other side of
the tunnel barrier (MgO) showed the possibility of studying antiferromagnetic materials by
antiferromagnetic tunnelling anisotropic magnetoresistance [73]. Since then, various concepts
have been proposed not only for reading, but also for manipulating the Néel vector in
antiferromagnets, which opened the possibility of replacing ferromagnets with
antiferromagnets, which being the active spin-dependent element [74,75].

Today, the most popular compounds in AFM spintronics are CuMnAs and Mn2Au. Their
locally broken inversion symmetry on the Mn sublattices allows manipulation of the magnetic
order using the so-called Néel order spin-orbit torque (NSOT) or also called the inverse spin-
galvanic effect (ISGE) [76]. In ISGE, the electrical current in a crystal with broken inversion
symmetry generates a non-equilibrium spin polarisation. In a (ferro)magnetic crystal, the
current-induced spin polarisation exchange couples to the equilibrium magnetic moments and
generates a torque. In antiferromagnetic systems, a centrosymetric crystal lattice is required,
where opposite polarizations of the magnetic sublattices locally break the inversion symmetry.
The torque is generated locally and changes the sign at each sublattice. Predicted by Zelezny
et al., for Mn2Au [76], it was shown for the first time in the tetragonal phase of CuMnAs by
Wadley et al. [77].
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2.2 CuMnAs

Recalling the phrase new physics in old material within the search of room-temperature
antiferromagnetic (semi)conductors, the CuMnAs compound was chosen as one of the
promising candidates for more detailed study. The compound was reported for the first time
by Mundelein and Schuster in 1992 [78] as a stoichiometric MnCuAs polycrystalline material
with orthorhombic crystal structure (space group Pnma). Magnetic susceptibility data in a
range of 65-282 K suggested antiferromagnetic order above room temperature, which was the
first motivation for studying the system further. Combined theoretical and experimental work
by Maca et al. [A7] showed that orthorhombic CuMnAs ! is a room temperature
antiferromagnet with a Neel temperature around 330 K. Soon after the confirmation of
antiferromagnetic order at room temperature, molecular beam epitaxy was employed to grow
thin films. In thin film form, the compound was shown to have a tetragonal Cu2Sb-type
structure (P4/nmm) with collinear antiferromagnetic order [79]. In CuMnAs, the Mn atoms
occupy the 2c crystallographic position and the magnetic symmetry lacks time-reversal
symmetry. Together with lattice translation (antitranslation), it makes the material suitable for
NSOT; the electrical switching [77,80] and domain wall manipulation made CuMnAs the
most prominent compound of antiferromagnetic spintronics.

The connection between the bulk properties and thin-film behaviour had not been presented
prior to our work. Most of the spintronic functionality research was clearly performed on thin
films, while basic bulk characterisation such as anisotropy measurements of magnetisation,
resistivity or magnetotransport measurements including anisotropic magnetoresistance was
missing. Moreover, there was a discrepancy between the crystal structures between the thin
films and bulk samples. Our bulk orthorhombic samples in the initial study by Méaca et al. [A7],
were prepared in polycrystalline form by solid-state reaction. As a next step, we focused on
bulk single crystal growth for which bismuth flux method was found to be the most suitable
[A8, A9]; however, most of our studies were performed using polycrystalline samples and
their single crystalline grains (for details see below]). To disclose the relation between the
composition and crystal structures, we performed a study of a broader composition range of
the Cu-Mn-As phase diagram, focused on the (Cu-Mn)2As compositional line. As such, we
were able to isolate both the orthorhombic and the tetragonal phases with almost stoichiometric
1:1:1 composition [A10]. We found that the tetragonal structure may exist not only in the thin
film form (stabilised by the substrate), but also in the bulk form, stabilised by the stoichiometry
[A10]. At the time of that work, several DFT calculations have been done discussing the
anisotropy of transport properties of the tetragonal CuMnAs phase. We aimed to study the
magnetotransport properties of the tetragonal phase to complement in-plane resistivity studies
on thin films reported by Wadley et al., [79]. The Bi-grown samples were not suitable for the

LIn the notation of 1-Mn-V compounds, | and V being Roman numerals for the numbers of valence
electrons, CuMnAs instead the originally reported MnCuAs by Mundelein and Schuster has been used
since.
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studies because of the detected ferromagnetic impurities and also Bi veins in the crystals, which
would significantly distort the resistivity measurements. Therefore, we [All] decided to
employ the fabrication method using the focused ion beam technique introduced by P.
Moll [81] to prepare micro-devices for magnetoresistance measurement. The device for
resistivity measurement along the crystallographic axes a and c is presented in Figure 4 a (the
entire sample fabrication is shown in the diploma thesis of J. Volny [82]). The crystal
composition Cu1.02Mno.g9Aso.g9 (determined from EDS) was found to be closest to 1:1:1
stoichiometry and still has the desired tetragonal structure. Mounted on a rotating sample
holder, the fabricated device allowed us to measure magnetoresistance along both principal
directions and the angular dependence of anisotropic magnetoresistance with the magnetic
field applied in the ac plane. We succeeded in measuring the temperature dependence of
electrical resistance along both principal axes (see Figure 4 b), the measurements confirmed the
expected structural anisotropy with pz/pxx ~ 6 coming from the layered character of the
compounds.
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Figure 4: a) False coloured SEM image of the device and the single-crystalline grain from which it was
fabricated. The crystallographic directions [001] and [100] correspond to the ¢ and a axes, respectively.
The magnetic field H is rotated, with respect to this micrograph, from an in-plane direction H||[100]
(v = 0) to an out-of-plane HI|[010] (v = n/2); H remains always in the basal plane. b) Resistivity of bulk
CuMnAs measured along the a (in-plane, px) and c axes (out-of-plane, p;;) shown by solid lines;
crystallographic axes are defined in the inset. To demonstrate a typical level of agreement with model
calculations, resistivity assuming scattering on static impurities (Cuyss as explained later in Sec. 1V)
and phonons are also shown, taken from Volny et al., [A11].

Compared to finite-temperature ab initio calculations, including the impurity model, we find
it to fit reasonably well with 5% of Cu substituted for Mn atoms. Finite-temperature ab initio
calculations, including the impurity model, show that it well reasonably fits with 5% Cu
substituted for Mn atoms. Another important parameter is anisotropic magnetoresistance [80],
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which can also be used as readout for antiferromagnetic spintronic devices?. The anisotropic
magnetoresistance was modest in magnitude (Ap/po <10 at saturation) with a two-fold
symmetry indicating the presence of in-plane uniaxial anisotropy, which could be a
consequence of the unequal number of magnetic domains in the microfabricated device.

2.2.1 Exploring the (Cu-Mn).As line of the Cu-Mn-As diagram

The stability of the tetragonal and orthorhombic structures was found to be very sensitive to
the composition. We decided to explore the larger part of the compositional line connecting
Mn2As with CuzAs. As shown in Figure 5, there are several crystal structures formed along
the line. Within the precision of the SEM EDS analysis (considering the absolute error of 1-2
at. %%) we found that Cu-rich crystals are tetragonal, while the stoichiometric and slightly Mn-
rich crystals have orthorhombic structure. The border between these two phases was
determined as Cuw.02¢)Mno.99(2)AS0.992) With the composition closest to the stoichiometric
CuMnAs and having the tetragonal structure. For this composition, the highest Néel
temperature of 508 K was reached, which is approximately 170 K higher than in the
stoichiometric orthorhombic CuMnAs (Figure 5 b).

Symbol Color; Composition a)
MnAg Re-27

I Cu oM, s ™ o & N . . ——
Il CuMn s, Re 1506 Ay < - FARAN ®  TET Cuj, Mn,_As
. F Y 5 N b i )
I Cu;Mn A, ™8 "/ Neo ¥ 500 & ORT CuMnAs
I Cu, s MngAs, o T 20 N “oSP8 N
I Cu; My 16AS __v" "'\\30 ‘ o N . -
[ Culinas Pt 18 / g AR g —— =
30 , \ I L
I Cu, M, pAs, o b %70 Yo Ay 450 .
Cuy gy 8y g9 40 /o hY 1
[ Cu, (M oAsy g a8 pd
I Cu, Mg ehiSg g6 3 50/ % \
I Gy (Mg oA S0 & FS e # . %50 2N Y
I Gy, Mg oSy 5 B0 , L] AY ‘ = J/
I Cuj 1My grAsg 7 f * ¥ ; w40
I Cu, oMy 5AS) 0 70/
Cuy 5 My o AS, o 7 ¥ ¥ ¥ ﬂb : .
I Cu, MRy As; o, 80 :"\- o A, 350 ¢ .
Il Cu, Mn, ,AS, P X X f o ; %20 L
/ \,
Shape: Crystal Stucture 80 / |
O Tetragonal > X # # ; K 510 " 1 {

" i
@ Orthorhombic Il 100 ’_r" \ " -
O Orthorhombic f ; \ ) g 1.0 1.1 1.2 1.3 1.4
¥r hexagonal 0 10 20 30 40 50 60 70 80 80 100 1+ (Cu,..Mn,_As)

i 1+x* ="

Cu (at. %)

Figure 5: a) Cu-Mn-As ternary diagram. The colour coding refers to different compositions, the
tetragonal phase is presented by symbol o, the orthorhombic phase by symbol o, the orthorhombic II
phase by symbol e, and the hexagonal phase by symbol . On the top-right side of the image is a detail
on the central part of the diagram. b) The composition dependence of the Néel temperature in tetragonal
CuMnAs samples. An updated version from [A10]

Compounds that contain significantly higher amounts of Mn, such as CuzMnsAss CuMnsAs,
have orthorhombic structure with double unit cell size (see Figure 6), the phase is labelled as

2 For magnetic-based devices, it has been already used in industry for decades
3 Note: Here “at.%” is a unit, therefore speaking about absolute error.

15



orthorhombic I1. There are three crystallographic sites for Mn in this phase, which is reflected
in the rather complex magnetic behaviour [A8]. Interestingly, a hexagonal phase with the
composition Cuo.s2Mn1.18As was found to exist between the two orthorhombic phases having
in-plane triangular magnetic ordering [83].

All of these subtle changes in composition have a strong impact on the crystal structure and
magnetic interactions of the Cu-Mn-As alloys. Ab initio calculations for a varied Cu
concentration on Mn sublattice showed that the difference between the total energy of the
tetragonal and orthorhombic phases is very small and changes sign at concentration
Cu1.0sMno.gsAs. Above this value, the energy difference increases monotonically, favouring
the tetragonal phase, in agreement with the experimental findings ref. This may have a practical
aspect in tuning the magnetic properties by composition. When thin films are made, the
composition is more difficult to determine because standard techniques such as electron probe
energy dispersive X-ray spectroscopy (EDS) or X-ray fluorescence (XRF) have a penetration
depth much higher than the film thickness and cannot provide high accuracy. The XRD cannot
sufficiently distinguish between Cu and Mn because of very similar scattering powers. The
Néel temperature can then be a good indication for composition variation/tuning in thin films,
where the Néel temperature in the range 480 - 485 K [84,85] was close to the maximum value
for bulk samples.
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Figure 6: a) Tetragonal, b) orthorhombic and c) orthorhombic 11 structures of Cu;+xMn1xAs compounds.
The shaded planes are a guide for the eye, highlighting similarities between orthorhombic cells, taken
from [A8].

2.3 NaMnAs

Progress in antiferromagnetic spintronics is likely to be stimulated by the introduction of new
antiferromagnetic (semi)conductors with desired physical properties (high Néel temperature,
proper band structure, symmetry, etc.). In addition to CuMnAs, a promising group of materials
in the group of metal manganese pnictides is the AMnX (A=Li, Na, K, X=P, As, Sb, Bi)
family [78,86,87]. Most AMnX materials order antiferomagnetically with Néel temperatures
exceeding room temperatures as shown in the initial study by Bronger etal., [86] In their work,
they presented magnetic structures refined from powder neutron diffraction data at several
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temperatures. Now, other studies of this system had been done until more than two decades
later when they were rediscovered in the scope of antiferromagnetic spintronics [88-91]. Ab
initio calculation predicted a band gap in the order of hundreds of meV [88,91]. It was
experimentally shown that LiMnAs thin films [88,89] were semiconducting while NaMnBi
single crystals [90] were semimetallic with a strong dependence on crystal defects [90].

We focused on single crystal growth and characterisation of NaMnAs and NaMnSh. Both
compounds could be prepared using bismuth flux; however, NaMnSb contained too high
amount of MnAs impurity phase, which excluded it from further studies.

NaMnAs crystallises in the tetragonal structure (space group P4/nmm) like the AMnX group
members (there are, however, different structure types). Compared to CuMnAs, the Mn atoms
in NaMnAs occupy the 2a position and form flat planes well separated from each other by the
As and Na atoms. Magnetic moments are aligned along the ¢ axis, within the planes they are
coupled antiferomagnetically, the interlayer coupling is ferromagnetic [86].

Single-crystal XRD, including reciprocal space mapping (not shown), showed a very uniform
composition (sharp peaks) and low mosaicity (1°). The material is easily exfoliable using the
Scotch tape method. The easy exfoliation is typical for the so-called van der Waals materials;
however, in NaMnAs and related systems, there is no van der Waals gap in the structure, and
the bonds are ionic/covalent with high anisotropy of the Young modulus [92]. The preparation
of thin layers by exfoliation may bring advantages in the preparation of filed-effect devices;
however, we have not tested such a procedure yet. The limitation lies in the reactivity of the
sample in air or after annealing. An investigation of the stability of the compound using XRD
(see Supplementary material in A12) showed that during the exposure to the air, MnAs grew
on the surface while Na reacts with air.

MnAs is a very unsuitable impurity, because it is ferromagnetic and metallic; even a small
amount of it has a dominant effect on the magnetic signal (see Figure 7) and conductivity,
respectively. We therefore focus on studies where the impurity had less impact, such as XPS
and UPS, where only a small in situ cleaved sample area was exposed, or optical transmitivity,
where a small amount of impurity does not provide a significant signal. NaMnAs was shown
to be a p-type semiconductor with a band gap between 0.9 and 1.16 eV depending on whether
it is direct or indirect (both models are shown), respectively. The Néel temperature of 350 K
determined from magnetisation measurement is in agreement with previous powder neutron
diffraction experiments reporting the presence of magnetic order at 293 K and paramagnetic
state at 643 K [86].
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Figure 7: a) Temperature dependence of magnetization. Below 320 K, there is a dominant
ferromagnetic signal form MnTe impurity. The inset shows detail on the antiferromagnetic transition
of NaMnAs. b) The inset: The spectral dependence of the optical trans mission T. The main plot: The
same data replotted as In T(E) fits in the interval of 1.2-1.4 eV by a direct (red, dashed) or indirect
band-gap model allow to estimate the band gap. Taken from [A12].

The investigation of electronic properties were subject to ab initio calculations using local
density approximation (LDA) and LDA + U. From LDA, Heisenberg exchange parameters Jij
between two manganese atoms i and j were in agreement with the reported magnetic
structure [86], i.e. they resulted in antiferromagnetic exchange coupling between the nearest
neighbours, ferromagnetic coupling between second nearest neighbours and ferromagnetic
interlayer coupling. The calculated intra-layer exchange interactions are much stronger than
the inter-layer ones reflecting the 2D-like arrangement of the Mn atoms. To investigate this
highly anisotropic exchange parameter experimentally, we have been focused on probing
magnon spectra infrared magneto-transmission spectroscopy in a wide temperature range and
up to magnetic field of 30 T. The data show a strongly two-dimensional character of the
magnons, with magnon energy significantly higher than it was calculated. This provides
interesting playground for THz-based applications/research operating at room temperature (in
preparation [93]).

Magneto transport properties, which would probe the material’s anisotropy, have not been
studied due to the presence of conducting impurities, mainly MnAs, which appeared difficult
to remove. Current trends with air sensitive van der Waals materials that can be exfoliated and
encapsulated under hBN or mica [94,95], can be a solution for further studies of NaMnAs
under controlled conditions. Such procedure would allow to fabricated more sophisticated
devices including above mentioned THz based applications or applying of variable gate
voltages in order to control the magnetic anisotropy by electric field [96].
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2.4 MnTe - the first experimentally confirmed altermagnet

An emerging field in antiferromagnetic spintronics is compensated collinear antiferromagnets
with broken PT (parity and time-reversal) symmetry, the so-called altermagnets. In
altermagnets, the spin angular momenta are fully compensated but due to the crystal lattice,
the spin lattice has the broken PT symmetry [97,98]. MnTe (o-MnTe?) is an exemplary model
for studying altermagnetism at room temperature. It is well-established antiferromagnetic
semiconductor (commonly p-type) with a hexagonal structure (space group P6s/mmc) that has
been investigated since the 1960s [99] for different application such as antiferromagnetic
spintronics [75,100-102]. Recently, it has been in the spotlight due to its magnetic
symmetry [103]. It consists of two sublattice of Mn atoms, whose magnetic moments align
antiparallel below the transition temperature of 310 K. These sublattices are linked by a non-
symmorphic six-fold screw-axis rotation, rather than through translation or inversion
symmetries, which is the main prerequisite for altermagnetism.

The unique electronic properties of MnTe, arising from its altermagnetic nature, exhibit both

weak and strong altermagnetic spin splitting. The weak spin splitting occurs along four high-
symmetry (nodal) crystal planes and is facilitated by weak spin-orbit coupling (SOC) in this
centrosymmetric material [2]. In contrast, strong spin splitting is observed outside these nodal
planes and does not rely on SOC. To investigate these specific altermagnetic electronic
properties in MnTe within three-dimensional reciprocal space, Spin- and Angle-resolved
Photoemission Spectroscopies (SARPES) are the preferred method. In Krempasky et al., [A13],
we directly demonstrated both the weak and strong lifting of Kramers’ spin degeneracy in the
band structure of MnTe.

We utilized a combination of MBE-grown MnTe thin films and MnTe crystals to characterize
the strong altermagnetic splitting observed outside the nodal plane at k;~0.12 A%, This was
measured using soft-X ARPES at photon energies of 368 eV for the epitaxial films and 24 eV
for the cleaved crystals, respectively. This choice of samples was necessary because SARPES
measurements could only be conducted in the UV-ARPES regime using cleaved crystals.
Preparing samples from 3D crystals like MnTe can be quite delicate. However, our cleaved
MnTe provided high quality surface from which SARPES data in [A13] demonstrated strong
altermagnetic splitting around 0.7 eV, aligning well with theoretical predictions.

Additionally, the unusual shape of the 2D Fermi surface observed from the cleaved surface
also matched theoretical expectations. Unlike the six-fold symmetry Fermi surfaces measured
from thin epitaxial films, our data from cleaved crystals indicated a single-domain state with
the Néel vector aligned along the easy axis corresponding to the MI'M direction. These
experimental results were corroborated by theoretical calculations assuming a single-domain
state with the Néel vector aligned along the easy MI'M axis, as previously suggested by X-ray
diffraction studies of the pristine a-MnTe (0001) surface. Interestingly, the six-fold symmetry

4 Further only MnTe because the other phases are only stable at temperature above 900°C.
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Fermi surfaces observed from the thin epitaxial films and associated ARPES cuts along the
KTI'K direction displayed characteristic quadratic band dispersion, resulting from the presence
of three Néel domains. This was in excellent agreement with the weak altermagnetic spin
splitting driven by SOC in the kz = 0 nodal plane of MnTe.

In conclusion, ARPES study of MnTe crystal confirmed characteristic 2D Fermi surface
structure from a single-domain state. Similar maps were very recently measured from single-
domain patterned MnTe thin film surfaces [104], which opens a new perspective for
altermagnetic applications for spintronics [105,106]

2.5 Summary

We have presented several bulk studies of antiferromagnets with potential spintronics
applications and showed that bulk studies can effectively support the characterisation of
materials usually prepared in thin films. In the case of CuUMnAs, the initial confirmation of the
room-temperature antiferromagnetic order led to the thin-film growth of one of the most
studied antiferromagnetic spintronic materials. Another important contribution was the study
of the composition-phase diagram, which showed the relation between the stoichiometry and
crystal structure. Not only in this case, the bulk studies allowed to determine more precisely
(and cheaper) than in the thin-film materials. The growth of NaMnAs single crystals allowed
us to study its band gap for the first time, to confirm its semiconducting behaviour and the
unusually strong single-ion anisotropy of Mn atoms. Its layered structure motivates us to
consider the fabrication of devices from exfoliated flakes. Last but not least, MnTe single
crystals allowed, for the first time, to prove the altermagnetic splitting of Kramer’s doublet.
The soft-X APRES and SARPES measurements at photon energies of 24 eV with extremely
low penetration depth (= 5 A) were only possible to measure on an in situ cleaved crystal with
perfectly clean surface.
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3 Misfit layered compounds as candidates for
sliding ferroelectricity

The misfit layer compounds belong to two-dimensional (2D) van der Waals materials. Since
the discovery of the atomically thought layer of graphite, graphene, 2D materials have attracted
much attention for their fascinating properties and are promising candidates for the fabrication
of complex electronic devices [107-110]. The variety of materials studied increased
substantially and provided a variety of magnetic [111]and ferroelectric materials [112,113],
semiconductors, insulators [114] or superconductors [115]. The most advantageous feature is
the weak van der Waals (vdW) interactions, which allow a physical assembly of several
functional layers that do not rely on one-to-one chemical bonds and, therefore, are not limited
to materials that have similar lattice structures or require compatible synthetic
conditions [95,108,116-118]. Methods have been developed to create artificial materials that
combine layers with different properties have been developed; however, the preparation of
artificial heterostructures is tedious work. The individual monolayers are exfoliated and then
placed on top of each other in a correct arrangement. This brings about inevitable problems
with the reach of clean atomically flat interfaces and with reproducibility.

3.1 Ferroelectricity in van der Waals materials

The ferroelectricity in van der Waals materials is principally different from conventional metal
oxide ferroelectricity known for more than 100 years [119]. In conventional ferroelectrics,
polarisation is induced by ionic displacement, on the other hand, in 2D van der Waals materials,
polarisation is induced by specific stacking of layers [120]. Within van der Waals materials,
several intrinsically polar structures have been discovered, such as CulnP2Ss (CIPS) [121] or
a-In2Se3 [122,123].
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Figure 8: a) Hexagonal (nonpolar) stacking of a TMD. b) MX and ¢) XM rhombohedral stacking of
TMD bilayers with depicted polarisation direction. Images taken from the work of Wang et
al., [124].

In 2017, Li and Wu proposed [114,125] that out-of-plane polarisation should be universal for
all 2D materials if properly stacked. The van der Waals materials with non-polar structure can
be turned into polar (ferroelectric) materials when the layers are slid or twisted, which brakes
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the inversion or mirror symmetry. This was experimentally demonstrated in hexagonal boron
nitride (hBN) [112,116,126] on MoS2 [117] or transition metal dichalcogenide (TMD)
heterobilayers [113] that in the reconstructed moiré lattice, a triangular form with out-of-plane
polarisation is formed. The difference between the stacking of the hexagonal and polar
rhomboedral bilayers is presented in Figure 8 a-c. Figure 8 d and e represent typical AFM
tapping mode amplitude and phase image, respectively, of sliding ferroelectric domains that
have almost regular triangular forms. The triangular shape of the domains is a consequence of
reconstruction of the hexagonal moiré lattice [127], the periodicity of the moiré superlattice
am ~ a/0 (a being the lattice parameter of the material and 0 the small twist angle); however,
quite often they are distorted due to strain [112,116,117,126,127].

Many other twisted heterostructures of graphene, hBN or TMDs have been
investigated [128,129]. As recently shown by two independent teams in the Science journal,
twisted MoSz [130] and parallel-stacked hBN [131] show ultra-fast fatigue-free switching.
The switching mechanism in sliding ferroelectrics is different from the polarisation switching
mechanism in conventional ferroelectrics, the polarization is switched by mutual interlayer
sliding or twisting. No defects are generated over time with switching cycles. Sliding
ferroelectrics are therefore of great interest for applications as non-volatile memory
devices [130,131].

3.2 Discovery of sliding ferroelectricity in MLCs
3.2.1 Misfit-layered compounds

The fabrication of artificial superlattices is a tedious task, and the reproducibility of fabricated
devices is often insufficient [129]. This is not only due to the precision of the transfer, but also
to the limitations to obtain reasonably clean interfaces [129,132]. Layered materials consisting
of naturally grown superlattices, misfit layered compounds (MLCs) [133], have on the other
hand, atomically clean interfaces.

MLCs are thermodynamically stable natural van der Waals superlattices formed by layers of
MX and TXz that are alternately stacked along the c axis, as shown schematically in Figure 9
Schematic picture MLC. The rock salt type MX layer is stacked with transition metal
dichalcogenide layer TX2 results in an incommensurate latticeFigure 9. Charge transfer
between layers is believed to stabilise the compounds [133-135]. A schematic view of the
formation of the lattice is presented in Figure 9. Within the basal plane the MX and TX: are
incommensurate due to different lattice parameters of each layer; however, their
crystallographic axes are usually parallel. The incommensurability of their lattice parameters
is reflected in the value of 6 in the composition. Their general formula can be written as
[(TX)1+5]n(MX2)m where T = Ti, V, Cr, Nb or Ta and M = Sn, Pb, Sb, Bi or RE and X =S or
Se, which gives a wide spectrum of different materials with different properties, including
insulators, semiconductors, superconductors, or magnetic materials [133,135-141].
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Figure 9: Schematic picture MLC. The rock salt type MX layer is stacked with transition metal
dichalcogenide layer TX; results in an incommensurate lattice along (at least) one direction due to
different lattice parameters of each layer.

3.2.2 Sliding Ferroelectricity in (PbS)111VS:

Our motivation to study MLCs was their unique structure and potential coming from the ability
to combine materials properties. We focussed on combinations of layers that could be
potentially magnetic, such as VSz and CrSz and semiconducting such as PbS, in order to find
a suitable material for fabrication of charily polarised light-emitting devices (LEDs) similar to
MoS2/WSe2 heterostructures [142]. The first crystals, which we prepared, were (PbS)1.11VS..
Only a few studies on (PbS)1.11VS2 have reported basic evaluation of crystals structure,
semiconducting properties [143,144] or STM studies of structural modulation suggesting the
presence of charge density waves [145]. Therefore, we focused on revising the crystal
structure by detailed single crystals XRD. An important characteristic for potential device
fabrication was the surface stability of the compound. We performed SEM and atomic force
microscopy measurements on freshly and aged crystal surfaces. We observed features on the
surfaces with subnanometer height differences, similar to what is presented in Figure 10. The
surfaces remained mostly unchanged even after a few weeks (see the Bc thesis of K.
Tetalova [146]). The interesting atypical shapes of the surface domains could not be simply
ascribed to step edges of cleaved surfaces; however, as we found soon after, they resembled
the moiré ferroelectric domain structures of twisted hBN and TMDs reported for the first time
in the same year [112,116,117,126]. Therefore, our work focused on an important
breakthrough, to demonstrate that the (PbS)1.11VS2 was sliding ferroelectric as presented in the
diploma thesis of K. Tetalova [147] and our manuscripts [A14,A15], similar to the twisted
bilayers of TMDs.
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In Figure 10 we can see a comparison of different cleaved surfaces of (PbS)1.11VS2 with
domains having different sizes and shapes. In Figure 10 a, an area of 250 x250 pm? imaged by
SEM shows a variety of domain sizes and shapes that can be found in the randomly cleaved
sample. In Figure 10 b, a large triangular domains with lateral dimensions of tens on
micrometres can be found. This scale correspond to twist angle of 0.01°. On the other hand,
the 100 nm can be also seen on some of our samples (not shown) that corresponds to 6 ~ 1°.
We need to remember that we work with natural samples with large variety of twins and that
during cleavage, the sample is deformed inducing additional strain, both factors that influence
the domains’ sizes and shapes, and we see domains with irregular shapes.

0.00

Figure 10: a) SEM image of cleaved sample showing a typical large variation of the domains, and b)
another part of the sample showing the triangular domains typical for moiré reconstruction with AB
and BA stacking. ¢) AFM topography image of an area with two types of steps — a step edge marked
by the arrow and the height contrast of the domains, and d) a lift-mode phase contrast (EFM) of the
same area: while the domains are clearly visible, the step edge disappeared.

To uncover the mechanism of moiré domain formation, we performed detailed single-crystal
diffraction measurement and evaluation. It showed that twins are grown with preferably 2H or
3R stacking and that those twins have a small twist angle with respect to each other. Such twins
have the potential to form a moiré pattern, which is not present in common transition-metal
dichalcogenide crystals. Furthermore, transmission electron microscopy (TEM) provided a
local view to the twin formation.

Unlike TMDs made up of identical layers, (PbS)1.11VS2 is a composite system made up of
stacking two different layers, which means that after cleaving, different surface terminations
(PbS or VS2) could be expected. This could explain the height contrast combined with the
electric force microscopy (EFM) image in Figure 10 ¢ and d, respectively. Energy-filtered
PEEM image of domains of in situ cleaved (PbS)1.11VS2 crystal combined with element map,
however, excluded different sample terminations to be responsible for the domain formation
[Al4]. This leads us to conclusion that sliding ferroelectricity can be observed in cleaved
(PbS)1.11VS2 crystals. The mutual interaction between the PbS and VS:2 subsystems allows
formation of numerous twins responsible for formation of reconstructed morié lattice that can
created polar interfaces depending on the type of stacking [A14].
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Piezoresponse force microscopy

The key function of ferroelectric materials is their ability to switch the polarisation, i.e., by
applying external fields, the polarization direction of a ferroelectric material can be reversed.
While in conventional ferroelectric materials, the nonzero polarization is induced by ionic
displacement, the polarization in 2D materials is created due to the stacking of the layers. The
ferroelectric polarisation can thus be switched by mutual interlayer sliding or twisting. The
ferroelectric switching fields in sliding ferroelectric materials are ultralow due to the low inter-
layer sliding energy barriers [148,149]. The different stacking arrangements of the layers can
also be presented as stacking faults. Unlike atomic displacements in conventional ferroelectrics,
stacking faults are represented by edge dislocations. These dislocations must be considered
when the polarization is switched. It was demonstrated already in the 1960s on graphite [150]
and recently on twisted bilayer MoS2 [117], that the stacking order domain network is
topologically protected, as the Burgers vector in 2D layers cannot annihilate freely.
Annihilation of the Burgers vector is only possible at the edge of the sample, at a grain
boundary [151], or when uniaxial deformation is present [152].
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Figure 11: All hysteresis loops measured in a freshly cleaved sample area of 10 x10 pm? sorted using
the k-means clustering method. The first column (a, g, m) shows the amplitude time series of the three
clusters. In black, all the hysteresis loops matching the specific cluster are plotted, and in red, the
specific centroid. In the second column (b, h, n), the amplitude time series of the first column is plotted
as a traditional amplitude—voltage hysteresis loop for all hysteresis loops in the map classified as a
similar cluster. The third column (c, i, 0) shows one hysteresis loop for each cluster, with the first sweep
plotted black and the subsequent sweeps grey. Columns four to six show the respective behaviour of
the phase of each cluster: in the fourth column (d, j, p) the phase time series, in the fifth column (e, k,
q) the phase versus voltage for all loops classified as the same cluster, and in the sixth column (f, 1, r)
the phase versus voltage for one hysteresis loop. Taken from Ref. A15.

25



It is worth to mention that unlike conventional ferroelectrics, the 2D ferroelectrics are not only
insulators, but they can also be semiconducting or even metallic. This is also the case of
(PbS)1.11VS2, which has relatively low resistivity (0.1mQcm™). As such, most methods used
for studies of conventional ferroelectrics cannot be used. Despite that, we tested piezoresponse
force microscopy (PFM) and spectroscopy to characterise the domains [A15]

Analysing several hundreds of measured hysteresis loops different switching behaviour of the
domains was identified using machine learning tools (see Figure 11). After the hysteresis loop
mapping, the surface appeared to contain a high density of dislocation lines. The different
switching behaviour from full switching to nonswitchable areas is therefore believed to be
connected with the type of dislocation structure in the PbS layer (Correa2) The behaviour of
the majority of loops indicates that the dislocation lines in the PbS layer play a significant role
in the possible breaking of the topological protection. The presence of screw dislocations in
Figure 2, together with measured hysteresis loops, suggests that dislocations in the
(PbS)1.11VS2 compound could break the topological protection and enable switching of the
polarization.

Domain writing in (PbS)1.11VSy, using electron beam lithography

Although exposure to electron beams has been proven to switch polarisation of conventional
ferroelectric materials [153-155], in sliding ferroelectrics, the conductivity prevents the
surfaces from accumulating charges after exposure by electron beams. However, recent work
on Y-doped InSe showed that the electron beam induces layer sliding as a result of charge
trapping. This should be possible due to the low energy barrier between layers of the siding
energy barrier [156].

d) Typical ‘force-distance’ curve in contact mode AFM, with denoted used set-points e) Contact mode
AFM topography and f) trace g) retrace signal in friction mode. The inset shows see-through intrinsic
domains in an electron-beam patterned area.

In our work [A16], we tested different parameters for the domain writing and performed a
detailed characterisation of the written patterns using TM-AFM and CM-AFM measurements;
results of dost-test is presented in Figure 12 for illustration. Subsequently, we discuss whether
the observed postexposure patterns can be result of electron-beam-induced polarisation
reversal.

Typical factors such as hydrocarbon contamination or local heating, which could misinterpret
the data, were excluded based on the character of the written domains. We use two main
arguments to support polarization switching in the exposed areas. The first one is connected
observation of relatively mobile dislocation lines that run between the exposed patterns as
presented in Figure 13.
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Figure 12: a) Tapping-mode AFM (TM-AFM) topography of exposed sample’s surface, b) TM-AFM
phase image of the same area, c) the exposure parameters coded in the pattern, 20 keV beam was used
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Figure 13: Retrace images of the friction mode of the same area with set points of 700 mV (a), 900 mV
(b), and 300 mV (c). The red arrow shows the vertical moving lines propagating from the highest
exposed area.

Second, at the polarised areas, a higher nanoparticle density was selectively formed. The
nanoparticle growth is connected to our study (see below) showing that the ferroelectric surface
can catalyse the growth of hydrocarbon-based nanoparticles, which are selectively formed on
specific intrinsic moiré domains [A17]. It can be speculated whether the higher particle density
growth can be ascribed to the larger polarisation of the electron-beam pattern or whether the
electron-beam pattern inducing an unknown surface modification catalyses the particle growth.
However, the electron-beam pattern is not homogeneous in the sample. Such nonpolarisable
areas were also shown in our PFM study [A15]. All of this supports the written claim that the
electron-beam pattern is ferroelectric domains.
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Catalytic functionality

We would like to present another functionality of (PbS)111VS2 the catalytic function. In
ferroelectric materials, spontaneous polarisation can be controlled using various external
stimuli, such as a variation in the temperature, light illumination, or an external electrical field.
A variation in the sample temperature will change the permanent spontaneous polarisation, the
pyroelectrically effect, and thereby also the surface charge density. The positive and negative
charges at the surface can part

icipate in a redox reaction at the surface. This pyrocatalytic reaction has been shown to happen
when thermal cycling ferroelectric nanoparticles thermally cycling, for example, degrade the
rhodamine B dye [157,158], generate H2,23 reduce CO2 [159] or create reactive oxygen
species [160]. Similar catalytic reactions in ferroelectric materials can be triggered by
mechanical vibrations, the piezoelectric effect [161], or light can also control catalytic
reactions in ferroelectric materials [161,162].

Raaman shift (om')

E 0.0 v+ 1 Y —
Figure 14: Formation of particles. a) AFM topography image of the cleaved surface with naturel

ferroelectric domains and a pattern exposed by the electron beam. b) and c) optical image of a sample
surface taken a few months after cleavage. The difference between b and c is two months, and all
samples were kept under ambient laboratory conditions d) Raman spectra from areas of samples with
different colours (levels of reaction).

At the beginning, we mentioned that the cleaved surfaces remained unchanged for several
weeks, as also shown in the Bc thesis of K. Tetalova [146]. Later, we realised that some parts
of the samples become contaminated by particles, while other parts remained clean, as shown
in Figure 14. In the AFM topography (Figure 14 a), contamination can already be visible after
a few days after sample preparation, and later contrast in the optical microscope can also be
seen as presented in Figure 14 b and c. On a time scale of weeks to months after cleaving the
crystals, the areas gradually change colour (Figure 14 b and c). First, the areas became light
brown, then gradually turned to dark brown and subsequently dark blue, light blue, yellow,
and red. These regular-shaped areas resemble the shapes of ferroelectric domains (see Figure
10) which led us to hypothesise that the catalytic reaction takes place on one of the domain
polarisations. Although the full reactions that take place at the sample are not known, several
possible reactions can be identified if we assume that both alkane chains, which are typically
present on the surfaces of 2D crystals [163,164], and water are present at the sliding
ferroelectric domains. Ferroelectrics are known to show that on negatively charged domains,
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‘contaminants’ (H20 and hydrocarbons) can be reduced to anions (O, OH, COOH, etc.), while
adsorption of the ‘contaminants’ with a polar head (R-OH, R-COOH, etc.) can occur on
positively charged domains [165], AFM microscopy does not show signs of degradation of the
clean surface between particles, therefore the anions most likely react with adsorbed molecules
on the positively charged domains. Raman spectra measured from different areas support the
hypothesis that alkane chains, dehydrogenate. Additionally, we have shown that the speed of
the catalytic reaction can be substantially increased by white-light illumination. The role of
electron beam exposure discussed above is to change the surface functionality, not to stimulate
the reactions itself because we see that the sample remains particle-free for several tens of
hours after exposure.

3.3 Summary

We have performed pioneering experiments showing sliding ferroelectricity in bulk misfit
layer compounds and opened discussion about further functionalities. We believe that it will
have a broad impact on the physics community and might open a new direction in moiré
materials. We try to introduce the concept of van der Waals superlattices as a new moiré
generator and to show the potential of the large class of misfit layer compounds as a fascinating
playground for exploring moiré physics. The possibility of steering interaction-driven twist
angles in bottom-up growth can provide a new pathway to create large-scale moiré landscapes
and twintronics, both in thin films and bulk crystals, and might remove the need for manually
stacked devices.
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4 Samples, the essence of materials research

In our laboratory, several methods are available for preparation of polycrystalline and single-
crystalline samples: Arc-melting, modified triarc Czorchralski method, Bridgman method
using induction or resistive furnaces, laser-heated and halogen lamp heated floating zone
method,, flux growth method and chemical vapour transport method. The choice of the method
for preparation of specific parameters depends on thermodynamic factors such as phase
stability, melting points or vapour pressure of the constituent elements, the reactivity of used
elements with growth-a container, and also the desired form of the crystals, and balance with
the growth economy. In this chapter, we shall therefor mention the growth condition for
selected compounds. Without giving a review of each method, which can be found elsewhere,
we present a description of the growth of the above discussed materials. In addition to the
growth method, we also like to give introduction to a technique which we implemented in our
group, the microfabrication using FIB milling.

4.1 The route to quality single crystals

Although having high-quality samples is one of the most important conditions for successful
material research, crystal growth and sample preparation are usually limited to a few sentences
in the experimental section of the published articles. Therefore, we focus on crystal growth of
materials that cost more effort than simply reproducing previously reported recipes. Several
materials, such as the heavy fermion superconductors Ce2Pdlns, Ce3PdIn1l, Ce2PtIng,
Ce3Ptinll and antiferromagnetic CuMnAs, or NaMnAs, were prepared in their single
crystalline form for the first time; other material such as MnTe had been prepared many times
before. However, additional effort was needed to obtain a suitable sample for all of the planned
experiments.

In our laboratory, several methods are available for the preparation of single-crystalline and
polycrystalline samples. Arc-melting, modified triarc Czorchralski method, Bridgman method
using induction or resistive furnaces, laser-heated and halogen-lamp-heated floating zone
method,, flux growth method and chemical vapour transport method. The choice of the method
for preparation of specific parameters depends on thermodynamic factors such as phase
stability, melting points, or vapour pressure of the constituent elements, the reactivity of the
used elements with the growth container, and also the desired form of the crystals and balance
with the growth economy. Without giving a review of each method, which can be found
elsewhere, we present a description of the growth of the materials discussed above.

Growth of CenPdmlnzn+2m and CenPtmlNnzn+2m cOmpounds

The series of CenPdmlnsn+2m and CenPtmlnsn+2m consist of several compounds with different
layer stacking. The self-flux method has been used inspired by previously grown CeTlIns and
Ce2Ting compounds (T = Co, Rh, Ir). However, in comparison to these, the Pd- and Pt-
compounds are difficult to prepare. Although a wide range of starting compositions were tested,
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Celns was always formed first by solidification [A1,A2], the remaining Pd formed Pdslns.
Based on the differential scanning calorimetry (DSC) presented in Figure 15, we showed that
if the starting material (pure elements) is not heated above the melting/solidification
temperature of Celns, the amount of Celns and PdsInz is significantly reduced and more
CenPdmlnsn+2m crystals are formed. The growth process has been summarised in Ref. A2 and
A3 with suggested starting compositions to reach the proper phases. Still, the single-phase
material is very difficult to prepare; one has to always perform a detailed sample
characterisation to exclude or evaluate the amount of impurities. As summarised in Table 2,
all Pd- and Pt- based compounds, except CePtz2Inz, have almost identical basal-plane lattice
parameters with Celns. This is probably the reason why these materials crystalize at the same
temperatures and it is difficult to obtain a single-phase sample.
a b
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FFigure 15 a) Calorimetric studies started from pure elements placed in an alumina crucible. In a) the
system was heated only to 750°C and in b) up to 950 ° C. When the system is heated to the higher
temperature Celns and PdsIn; are formed, reducing the yield of the Ce,TmInz.2m phases and the
phases grow on top of the Celns crystals.

There was often discussion about the existence of CePdIns. We detected a phase with
composition close to CePdIns in several single crystals by EDX analysis. Its presence is rather
rare. We have not succeeded in isolating it for further studies. A sample containing CePdIn5
is presented in Figure 16. CePdIns is not detectable from the sample surface — many CezPdIns
samples need to be cut/broken to find the CePdIns phase inside. Single-crystal diffraction
performed on the two-phase sample resulted in the lattice parameter presented in Table 2
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Figure 15: An SEM image of the CePdIns — Ce;PdIng sample. The phases grow on top of each other
sharing their common ab plane.

Table 2: The lattice constants of the reported CenTmlInzn+2m COmpounds and the lattice mismatch
between their a value and a value of Celna.

compounds | a (&) | ¢ (A) | Mismatch (%)
CePt2In? 4,599 | 21.58 -1.96%
CeColns 4.613 | 7.551 -1.65%
Ce2Colns | 4.640 | 12.25 -1.06%
CeRhlns 4.656 | 7.542 -0.71%
Ce2Rhlng | 4.665 | 12.24 -0.51%
Celrins 4.674 | 7.50 -0.32%
CesPdIniy | 4.685 | 16.84 -0.09%
CesPtlniz | 4.687 | 16.84 -0.03%
Celns 4.689 0%
Ce2lrins 4.690 | 12.31 0.01%
CezPting 4.690 | 12.15 0.02%
CezPdlIns 4691 | 12.21 0.03%
CePdIns 4.693 | 7.538 0.09%
CesPd2Inie | 4.701 | 29.14 0.26%
CePt2Iny 4,599 | 21.58 -1.96%

Cu-Mn-As system

Because the compound contains two rather high-vapour-pressure elements Mn and As, it
requires closed crucibles or ampules for the synthesis. Fortunately, when elements form
compounds, the vapour pressure drops dramatically, as demonstrated not only by the fact that
there was no transfer of growth material from the growth crucible, but we could even perform
DSC/thermogravimetry up to relatively high temperatures of 700 ° C with no significant loss.

We have therefore tested two other approaches: solution growth using low-melting fluxes and
the Bridgman method, both in closed ampoules under a pure argon atmosphere of 0.2 bar (filled
at room temperature). For solution growth, Bi and Pb fluxes were tested, with Bi leading to
slightly larger crystals; only Bi-flux-grown crystals have been subject to our published work
[A8, A9], and later another group also used it [166].

Crystals grown in Bi-flux: After inspecting the crystals prepared by flux growth, and measuring
single crystal XRD, we found that some crystals from the same batch had the expected
orthorhombic structure, while others were tetragonal. The crystal composition determined by
SEM EDS analysis varied slightly from the expected 1:1:1 ratio, suggesting that the
composition control is crucial for the crystal structure.

In most of the samples, there was greater variation in the Cu:Mn ratio, while the As content
was closer to 33.3%. We have then varied the starting composition of the rather irreproducible
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magnetic properties coming probably from spurious impurities of ferromagnetic MnAs, and
the composition variation between the crystals from the same batch was up to 5%. We noticed
that some crystals had the expected orthorhombic structure while other compounds were
tetragonal. In Figure 1, we can see typical single crystals isolated from one growth batch. The
crystals have slightly different habitus and they were selected for XRD analysis. It was found
that crystal composition varies within a few %. Single-crystal XRD has shown that some
crystals have an orthogonal structure, while others have a tetragonal structure. Most
significantly, the composition varied between Mn and Cu content, the As content appears to
be almost reproducible at around 33.3%.

Figure 16: a) SEM BSE contrast image of CuMnAs single crystals grown out of Bi flux. The residual
Bi impurities are bright in contrast, and the inset shows details of the sample edge.

Bridgman method: Both stoichiometric and slightly Cu rich (2-5 at. %) the starting composition
was presynthetized using the solid-state reaction reported before [78] and described in more
detail in A10. The polycrystals were subsequently used to grow orthorhombic and tetragonal
CuMnAs by the Bridgman method, respectively. Alumina point bottom crucibles sealed in
quartz glass tubes under 0.2 atm pure Ar were used in a temperature gradient furnace; the
growth temperature was 900-850°C (we determined the melting point of CuMnAs). Several
experiments were performed; however, the crystals were not significantly larger than those in
the original polycrystalline precursor. Furthermore, there was significant compositional
variation within the grown ingots that contained both the tetragonal and orthorhombic phases.

NaMnAs

The synthesis of NaMnAs polycrystalline samples was reported by Bronger et al., [87].
Similarly to the growth of CuMnAs, for NaMnAs growth we tested the metallic fluxes Sn, Bi,
and Pb. In this case, the Sn flux was found to be most suitable for obtaining larger plate-like
crystals. The pure sodium and the crystals were handled in an argon-filled glovebox to avoid
sample degradation.
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Figure 17: a) SEM images of single crystalline NaMnAs with partially cleaved surface. b) Detail of
NaMnAs lamella.

The grown crystals had lateral dimensions of several millimetres with a thickness in the order
of a hundred micrometres. Being sensitive to air, it was found that it decomposes to MnAs,
which was also detected as a ferromagnetic impurity by magnetisation measurements. On air
the materials remain with metallic lustre for few minutes then turn grey. The material is easily
exfoliable using the "Scotch tape” method; see Figure 17. Such an easy exfoliation is typical
for the so-called van der Waals materials. However, in NaMnAs and related systems, ionic
bonds are expected [92]. Therefore, this material combines the advantage of both, being an
exfoliable material and forming high quality single crystals with low mozaicity [A12].

MnTe

In the first works, Komatsubara et al. [99] and Zanmarchi et al. [167] reported the growth of
MnTe by the Bridgman method using stoichiometric Mn : Te composition. In both groups,
large MnTe ingots were grown. However, a closer analysis by Zanmarchi [168] showed the
presence of cavities and grain boundaries containing MnTe2. Another Bridgman-like method
was presented in the work by Mateika [168], who used a Te-rich composition (Mn : Te being
in molar ratio 43.5 : 56.5) to avoid structural transformation of MnTe at 1026°C. This growth
addressed two other problems with growing MnTe. The first was the formation of cavities in
the ingot, which they significantly reduced by rotating the sample holder, and the second was
the reduction of MnTe2 impurities, which they reduced by annealing the MnTe ingot in a
vacuum at 900 ° C. Another work reported growth using chemical vapour transport using
indium as a transport agent [169,170]. The optimal average temperature was reported to be
700°, however, for such a temperature, the phase of MnTe2 impurities was present. Prereacted
MnTe should be used as the feed. A study by Melo et al. [169] suggested that for CVT growth,
the temperature should be above 950 ° C to avoid formation of Mninz2, Aoyama et al. reported
iodine CVT growth without mentioning the growth details; since their data show MnTez is
impurity-free MnTe [171,172] we expect the growth temperature would be above 741°C,
below which MnTe2 can be formed. Another method, called the travelling solution method,
was used by C. Reig et al. [174], who described a way to obtain impurity-free MnTe, which
was grown from a Te-rich composition.
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On the basis of the previous studies, and considering our experimental possibilities, we started
with the Te-rich solution growth technique. Four growth methods were tested. As choice
number one, Te-rich self-flux growth was used leading to high-quality plate-like single crystals
with lateral dimensions of several millimetres and thickness of hundreds of micrometres with
c axis being perpendicular to the plates. Figures 18 a and ¢ show the grown crystals. The
disadvantage of this growth is the limited size for some experiments and the fact that the
crystals are covered by a layer of MnTez; the cubic (111) MnTez matches the (000I) plane of
MnTe, as confirmed by XRD symmetric scan. Even after spinning at higher temperature, the
phase was present on the surface. The impurity can be detected as sudden increase in
magnetization below 90 K. After proper surface cleaning / polishing, no MnTez impurity was
present in the magnetisation data in Supplementary of A13 and Figure 19. Such crystals were
suitable for ARPES experiments as shown in Figures 18 d and e, where the crystals prepared
for cleavage and after cleave are shown.

Figure 18: a) SEM - BSE image of broken plate-like crystals grown by the self-flux method. The black
arrows point to the basal plane cleaves and the red arrows point to the sample surface with a thin layer
of MnTe,. The inset presents an elemental map of a small surface area showing the layer of MnTe,. b)
SEM BSE images (two frames) of partially polished Bridgman-grown ingot. Horizontal red arrows
point to the MnTe2 phase present on the surface of the ingot bubbles, and vertical arrows show the
impurity planes of MnTe2 within the ingot. These planes are parallel to the basal plane of MnTe. ¢)
Optical image of flux-grown MnTe crystals (untreated surface). ¢) Single crystals from flux used for
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ARPES: d) illustrates the MnTe sample, onto which a large pillar was glued before introduction into
the UHV chamber, where it was subsequently cleaved in situ, and e) illustrates the crystal after the
cleave.

However, the shape limitation was the reason for growing crystals by the Bridgman method.
Both stoichiometric and Te-rich melts were used to grow MnTe. In both cases, a vertical tube
furnace with temperature gradient was used. In case of the stoichiometric melt, the growth was
achieved by moving the sample to the cold part of the furnace (and cooling the furnace after
the growth), while for the Te-rich melt, the temperature was slowly reduced (1100-750°C, 10
days) during the growth, to cover larger temperature interval. The second approach was close
to the method suggested by Reig et al., [173]. We used point bottom alumina crucibles as
containers for growth. Although the final ingots contained bubbles and cavities, we obtained a
good quality single crystal with a diameter of 7-8 mm and a length of 15-20 mm. The impurity
phase of MnTe2 was found on the surface of the bubbles and also formed plane grain
boundaries along the hexagonal ab plane (the cubic MnTe2 matches the hexagonal plane of
MnTe). From the grown ingot, a disk sample with an out-of-plane a axis was prepared for a
planned uSR experiment in applied fields (to be measured). The amount of MnTe2 impurity
can be neglected for this experiment.
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Figure 19: Magnetization data of flux-grown MnTe a) containing impurity phase and b) without MnTe;
impurity, b) was taken from Ref. A13.

Other growth methods such as CVT using iodine and salt flux methods were used by other
groups, and we also plan to test these methods too. When considering the temperature-
composition phase diagram of MnTe, it will be important to test the transport properties with
respect to different growth conditions because in semiconductors, the charge concentration and
mobility strongly depend on the variation of stoichiometry and crystal defects. Finding the
optimal sample preparations will be important for various future experiments.

(PbS)1.11VS2

MLCs are usually grown using the chemical vapour transport (CVT) method [141]. It was
also the case of (PbS)1.11VS2 . We used a modified recipe ported by Gotoh et al. [174]. Starting
from pure element composition, (PbS)1.11VS2 were weighted and loaded into an approximately
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25 c¢cm long fused silica tube in an Ar-filled glove box and subsequently sealed in a vacuum of
10 6 mbar.

a) Ti

Figure 20: a) The silica tube with (PbS)1.11VS; single crystals after growth, the temperature profile is
schematically depicted. b) SEM image of broken (PbS)111VS; crystals viewed along the basal plane
direction. c) Optical image of the (PbS)111VS; crystal on a millimetre-scale paper.

The sample was first slowly heated in a vertical position up to 720°C and then placed in a two-
zone horizontal furnace. The growth temperatures were 720°C and 650°C in the hot and cold
zone, respectively, as depicted in Figure 20 a. The growth process took 1 to 6 weeks, depending
on the desired size of the grown single crystals. Smaller crystals were grown for the XRD
measurements. For the growth, we used about 3 grammes of materials. However, only a small
part of it was transferred to single crystals. When handled in a glove box, the remaining poly
crystalline material can be reused for another growth. As-grown single crystals are shiny, flat,
relatively large (a couple of micrometers2), and very thin, as shown in Figures 20 b and c.
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4.2 Microfabrication, a way to overcome sample limitations

Even after a thorough search for proper growth parameters, some materials are difficult to
prepare, moreover, to obtain them in a sufficient quality and volume. One solution may be to
collect tens or hundreds of crystals together; one needs to carefully attach together the sample
collection (taking case about the sample orientation, when possible). Another option is to look
for technique which do not require a large sample volume. A special case occurs when the
volume is not the crucial parameter, but the shape. In our case, we aimed for precise
determination of anisotropy in resistivity and magnetoresistance of submillimeter sample of
irregular shape. Focused ion beam milling technique can be a solution for preparation of
resistivity measurement devices with well-defined (microskopic) shapes of crystals. Materials
whose geometrical shape would not allow for precise resistivity measurements, but also
materials only available in multiphase polycrystalline samples can be isolated and subject to
electrical measurements. The orientation of crystallographic axes can be determined either
previously by Laue diffraction or in situ using electron back scattered diffraction (EBSD). The
latter is especially useful for isolating lamellae from polycrystalline and multiphase samples.

In modern research, especially when the focus is on various delicate phenomena such as
unconventional superconductivity, magnetism, crystal anisotropy, and anisotropic
magnetoresistance, sample quality is one of the most crucial aspects. For detailed experimental
studies of intrinsic properties, impurity-free single-crystalline samples are irreplaceable.
However, real samples are often far from our expectations. With maximum effort, we obtain
either a few tiny crystals (like in Figure 17) or crystals with intergrowths of different phases
into each other as discussed, e.g. for the Ce-Pd-In and Ce-Pt-In systems. Sometimes, the
problem can be solved by annealing the crystals at the proper temperature, adjusting the growth
condition, or, in the case of spurious phases, repeating the growth process several times and
selecting the best piece. When impurities are localised macroscopically, they can be removed
by cutting or polishing; however, there are often cases where another approach would be more
efficient and lead to quantitatively better results. Therefore, a microfabrication method using
focused-ion beam (FIB) milling was implemented in our laboratory's measurement portfolio.
Such a tool allows for the separation of well-defined single crystals with specific orientations
and optimal geometry to fabricate devices with various geometries for electrical measurements
or to measure single-crystal XRD.

Implementing the FIB technique for sample fabrication started in 2013/2014. Regarding our
research of Ce-based heavy fermion systems, CeColns was chosen as the test material. CeColns
is a well-known heavy fermion superconductor with a high residual resistivity ratio (RRR) and
the highest ambient pressure critical temperature of 2.3 K [37] making it a good material to
compare the parameters of the fabricated devices. The first devices were prepared using
transfer onto the substrate as shown in Figure 19. In this case, the FIB-fabricated single-
crystalline bar. However, there were principal problems with leakage currents under the
transferred samples using this experimental design. The surface of the substrate under and
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around the sample bar was contaminated by sputtered gas injection and by material during
needle removal. As a consequence, there were significant current leakages through the
substrates. As a consequence, the measurement of the test material CeColns did not reach zero
resistance below Tc = 2.1 K, although the transition was visible at the correct temperature as
presented in Figure 21 a) (see also the bachelor thesis of J. Volny [175] for more details).

Transfer
needle

Figure 21. The sequence of sample preparation (CeColn5 single crystal), SEM images in false colours:
Purple = sample, blue = Pt-rich solid, yellow = gold contact pads, green = the original bulk crystal: a)
attaching transfer needle to the crystal by GIS platinum deposition b) from the GIS nozzles, the
platinum precursors (Chs)3Pt(CpCHa) is spread onto the sample and is decomposed by the ion beam
(or electron beam) where the nonvolatile Pt-rich solid adsorbs locally at the illuminated area. ¢) The
fabricated device. The gap below the sample is unavoidable by this type of transfer and is a source of
leakage currents; the material is deposited underneath the sample during the Pt-deposition and during
the removal of the transfer needle and cannot be removed by FIB anymore.

Soon after that, we decided to adopt the procedure using ex situ transfer introduced by Phillip
Moll etal. in 2015 [176] and visited his group at the Map Planck Institute for Chemical Physics
of Solids in Dresden to learn the alternative transfer and fabrication method. He also confirmed
that in situ transfer was not a promising direction because of leakage currents and other
technical difficulties (personal communication). Ex situ transfer of FIB fabricated lamella is
described in Figure 8 (Here, the transfer of CuMnAs is presented because it was better
documented. However, our first devices were CeColns and CezPdlIns).

We have adopted the technique developed by P. Moll [81,176]) to prepare microstructured
samples for electrical resistivity measurements. This technique is based on fabrication of single
crystalline lamella with lateral dimension of tens of micrometres and thickness of 1-4 um using
Scanning Electron Microscope with additional Focused lon Beam source, so called dual-beam
system. The lamellae are then ex situ transferred on a substrate, then further structured to the
desired shape together with electrical leads. The procedure may slightly vary; however, the ex-
situ transfer is a crucial step which allows for good sample attachment on the substrate. Trying
to transfer the lamella in situ like using the needle nano-manipulator leads not only to high risk
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of sample losses but also, most importantly, to leakage currents that distort the resistivity
measurements (j.\Volny, Bc thesis [175], Moll-private communication).

lamella

l

Figure 22 : Device fabrication of CuMnAs single crystal. False colours: purple = lamella, yellow = gold.
a) Pre-orientated single crystal, b) FIB fabricated lamella still attached to the original crystal by a
bridge; this is in detail in c). d) After the lamella by a Kapton needle (ex situ under an optical
microscope), the lamella stays attached to the needle due to electrostatic forces. €) SEM image of the
lamella attached to the substrate (gold was evaporated on the whole area around the lamella). f) Using
the FIB, the final form of the device was made. Adapted from the diploma thesis of J. Volny [82].

In Figure 20 we show the case where the lamella can be hold on the substrate just by
electrostatic force. For electrical leads fabrication, gold was evaporated on the lamella and
surrounding area. Subsequently, the gold was removed and the tranches were made by the FIB
to form the desired structure. In Figure 21 b) and c) we present two other modifications. The
first is to add GIS-assisted Pt-deposition of the contacts (in this case, there is no risk that the
material would be deposited under the sample) and another option is to transfer the lamella on
adroplet of glue. We did not find any significant differences in the transport properties between
these devices. As can be seen in Figure 21 b) and c), the CeColns sample reached similar
resistance values and reached zero resistance below the critical temperature.
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Figure 23: Comparison of the low-temperature electrical resistivity between CeColns devices prepared
by a) the in situ transfer method, b) the ex situ transfer method with a crystal placed on the clean
substrate and a combination of evaporated gold + GIS deposited Pt contacts, and c) the in situ transfer
method with crystals placed on an epoxy droplet and evaporated gold contacts. With the permission of
J. Volny.

Here, we have shown both the in situ and ex situ transfer procedures. Technically, in situ
transfer is much more difficult than ex situ transfer, and to the best of our knowledge, only ex
situ transfer is used for the preparation of charge-/spin-transport-related devices. As mentioned
above, the reason comes from the fact that it is technically almost impossible to attach the
lamella to the substrate without a gap between the sample and the substrate, which is always a
source of undefined leakage currents. The sample fabrication for basic transport measurements
using ex situ transfer is, on the other hand, not very difficult. The whole process of making one
sample takes one or two working days, depending on the methods of putting the electrical leads
(GIS-deposited Pt, evaporated/sputtered gold). For the beginner, the most important part is
overcoming the mental block leaving the relatively large lamella hanging on a tiny bridge (it
must be narrower than 1 um for most of the materials). When leaving the bridge thicker, it
tends to bend (and subsequently jump) rather than gently braking and sticking to the transfer
needle electrostatically. There are, however, more challenging structures that can be used.
Within about the last 10 years, FIB assisted fabrication has been developed into a powerful
tool for studying quantum properties of matter by fabrications of various sophisticated devices
with submicrometer resolution or assisting to well defined cleavages for spectroscopy
measurements, such as ARPES, ase.g. in [81,177-179] or in the recent Roadmap for focused
ion beam technologies [180].
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4.3 Summary

This chapter has shown the variability of methods that can be used for the growth of materials.
We demonstrated how proper characterisation of the growth products or studies of the
crystallisation by calorimetry can help to improve the growth conditions and lead to
improvements of sample quality. A special section was devoted to cope with limited crystals
dimension, showing that even with tiny crystals, quantitative measurements of resistivity can
be conducted.
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5 General Summary

In this work, I introduced my work in materials research and demonstrated the importance and
flexibility of crystal growth techniques for following research trends. Summarises results from
17 articles from different fields of my past and current interests. All of them were topical at
the time they were published (or will be published; three attached articles are still in the review
process). We can see that with the variety of available crystal growth techniques, we have the
flexibility to react to current research trends.

In the case of the CenTmlnn+2m, we prepared non-trivially grown single crystals of Ce2PdIn8
just a few months after the first article about the existence of polycrystalline material was
reported. Subsequently, we introduced growth procedures for the whole series of compounds
contacting Pd and Pt at the transition metal place, still being. As such, we could conduct
pioneering research reporting the unique properties of CesPdIni1 and CesPtinaz.

The growth materials for antiferromagnetic spintronics have followed the theoretical
predictions in such a way that our samples were at the start of the success of CuMnAs thin-
film research, which led to the realisation of antiferromagnetic switching and the proof-of-
concept fabrications of functional memory devices. Recent theoretical work on so-called
altermagnets would not get such great publicity without being experimentally confirmed. Here,
the bulk MnTe crystals “beat” the high-quality epitaxial films due to the possibility of
providing a quality and single-domain cleaved surface. In this case, the growth of MnTe was
straightforward, and the crystals with basic characterisation were available within two weeks,
demonstrating the flexibility we sometimes have.

Special attention should be paid to the research of MLCs, namely (PbS)1.11VS2, where we were
the first group to report sliding ferroelectricity created in a material by natural twinning. Unlike
in manually stacked multilayers, the twinned interfaces are atomically clean. Considering the
fact that some MLCs are also the misfit layer compounds, should attract much attention in
studies of 2D multiferroicity.

The seemingly different field of MLCs or van der Waals materials, in general, connects with
the previous topics surprisingly well, not only because of the fact that some MLCs are
superconducting. The symmetry breaking induced by twisting is of high interest in theoretical
predictions of altermagnetism in van der Waals materials. Finding materials with proper
magnetic order and a tendency for twinning may be a route for the exploration of exotic
magnetic states.
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