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1. Preface

Dear reader,

the author of this thesis had a hard time selecting one of the sub-topics of his work to describe. Ultimately, he realized that they are too connected to each other to be fully separated.

In this habilitation thesis, the selected author’s publications will be used to highlight the connections of the processes during plasma-surface interaction [JK1, JK2, JK3], processes of formation of nanoparticles and nanocomposites [JK4, JK5, JK6, JK7] and a new view on the plasma polymers [JK8, JK9, JK10, JK11, JK12].

Brief commentaries to these publications regarding motivations, geneses, and highlighted outputs together with a broader overview will be given. For the context, selected illustrative examples from the related research fields will be referenced, with some emphasis on works where the author of this thesis was also involved.

Jaroslav Kousal, 2022
2. Macromolecules and nanostructures in a low-temperature plasma

2.1 Plasma-surface interactions

2.1.1 Low-temperature plasma

Plasma, in the most concise way, can be regarded as a “medium containing free charged particles that exhibits a ‘collective behaviour’”. Even in cases when the charged particles represent only a small minority of the matter in a plasma, the long-distance character of the electromagnetic interactions (both from externally and internally generated fields) gives plasma many properties unusual in the non-ionized matter.

![Figure 2.1: Schematic representation of non-magnetized low-temperature plasma. 1–neutral gas; 2–electrons; 3–ions; 4–excited species; 5–radicals; 6–photons; 7–wall/substrate; 8–electric field near the wall (sheath); 9–fast ion.](image)

Low-temperature plasma is typically a non-equilibrium environment consisting of “cold” neutral gas ($T_n < 0.1 \text{ eV}$), ions and light and “hot” energetic electrons ($T_e > 1 \text{ eV}$), together with other species originating mostly from the neutral gas (Fig. 2.1). The energies in the “hot” particles’ energy distribution reach the threshold for the dissociation of atomic bonds while most of the molecules, if present, can remain below the temperature of their thermal decomposition. In this way, this thermodynamic non-equilibrium
promotes additional reaction pathways not known from classical chemistry [1]. For most processes in the low-temperature plasma, the concentration of electrons (plasma density) and electron temperature (energy distribution) are the key parameters. Additionally, local electromagnetic fields can also accelerate charged particles to considerable energies. These effects are the basis of utilizing of low-temperature plasma as a tool to modify (section 2.1.2) and/or synthesize (sections 2.1.3, 2.2.1, 2.2.2, 2.3) condensed matter. For an overview of the theory and applications of low-temperature plasma, refer e.g. to [2].

2.1.2 Plasma surface treatment

When low-temperature plasma interacts with adjacent surfaces, the higher mobility of electrons causes charging of the surface of an electrically floating object in a plasma to be negatively charged. This charging forms a layer with non-zero electric field intensity ("sheath") near the surface that accelerates ions (which are mostly positively charged) toward the surface. Under most conditions, the ion energy (∼few eV) is too low to directly influence the interatomic bonds in the material of the surface unless the potential difference in the sheath is increased externally, e.g. at the powered cathode in the discharge (section 2.1.3).

However, it is important to note that during the plasma-surface interaction, the excess energy is transferred in significant part into heat. If the local temperature of the surface of the treated material becomes comparable to its melting point, the material ablation rate increases significantly [3]. For polymers, this temperature threshold is at relatively low temperatures, typically just a few hundred K above room temperature.

Plasma surface treatment already has industrially well-established applications [4], like wettability and roughness control or a plasma cleaning, including cleaning the surfaces from organic contaminants like proteins. This is especially important in the field of biomedicine since proteins can be biologically active (or can even, in the case of prions, represent infectious agens themselves) and some proteins are resistant to classical sterilization procedures [5]. Removal of such contaminants via plasma treatment falls within the topic of "plasma sterilization", itself being a part of the broader field of so-called "plasma medicine" (a recent review can be found in [6]).

To represent the effects of plasma on a "fragile" matter of proteins, bovine-serum albumin (BSA), generally one of the common "model" proteins, was chosen [JK1]. In such case, even so-called afterglow (decaying, cold, non-
active) plasma blown out of the low-temperature plasma jet at atmospheric pressure was sufficient to etch the BSA film. The modification of the surface of the film progressed mostly in the first 10–20% of the thickness of the film, where a layer of oxidized, more etching-resistant material was formed. It was demonstrated that even temperatures just above 40 °C led to an significant increase of the material ablation rate (Fig. 2.2). Qualitatively similar effects were also observed in magnetron sputtering of polymers (section 2.1.3).

2.1.3 Magnetron sputtering

Thin films prepared by sputtering of materials in plasma were already observed in the early discharge tubes. With the invention of magnetron sputtering in the 1930s, one of the most widely used vacuum-based techniques for thin film preparation was born [8].
In magnetron (in the meaning of a sputtering device), a partially magnetically trapped low-temperature plasma ring is formed above a negatively charged electrode covered with a material that serves as a target for ion bombardment (Fig. 2.3). Electrons are held above the cathode by the combination of orbiting the magnetic field lines, the effect of the magnetic mirror and the $E \times B$ drift. Ions from the bulk of the plasma are accelerated through an electric field in a sheath layer towards the surface of the magnetron target into the so-called erosion zone (erosion track). These ions gain an energy of higher tens to hundreds eV. At such impact energies, both elastic and inelastic collisions of the impacting ions with the atoms of the target occur. Since the incoming atom has sufficient excess kinetic energy, the impacted atom itself can gain energy sufficient to displace another atom. In this way, a collisional avalanche in the target material occurs, leading to the expulsion (sputtering) of $\sim 1$ atom of the target material per 1 incoming ion. Target atoms typically leave the material in a neutral state so they can easily come through the plasma via diffusion and they can be deposited on the substrate, producing a thin film.

![Figure 2.4: Positive ion mass spectra near the substrate plane during sputtering of polypropylene in Ar (up) and N$_2$ (down). Reproduced from [JK2].](image)

More commonly, the surface of the target is supposed to be conductive (to prevent charge accumulation). However, it is possible to sputter insulat-
ing materials using high-frequency (∼MHz, radio frequency, RF) plasma. The first experiments with the sputtering of polymers were reported at the end of the 1960s [9], with initial interest especially in fluorocarbon polymers [10]. The founder of the author’s group, prof. Hynek Biederman, is one of the pioneers of the magnetron sputtering of polymers [11, 12, 13]. Therefore, the author’s group frequently utilizes the know-how in this sub-field of so-called plasma polymerization (section 2.3). The typical molecular structure of material prepared by the sputtering of polymers is highly irregular and nearly fully crosslinked since the sputtered fragments – the building blocks – are very short (few atoms). However, this is not a drawback in many cases, especially when properties like (non)conductivity, hardness or uniformity are more important than the exact polymer chain structure. In many cases, the functionality of the film is dependent basically just on the composition of the surface. Then even a thin (∼20 nm) film can e.g. make an efficient binding layer between two otherwise poorly adhering materials [14, 15].

Figure 2.5: Comparison of infrared spectra of the as-deposited film prepared by sputtering of nylon (measured in-situ) and of the same film measured ex-situ after the exposure to ambient air. The peak near 3300 cm⁻¹ shows the absorption of –OH groups and the shift of the peak near 1650 cm⁻¹ shows the replacement of C=N groups with C=O groups. Reproduced from [JK3].

Based on the existing knowledge on the binding of polar groups and especially the amino groups to proteins, films with high content of –NH and/or –NH₂ groups (”amino-rich coatings”) were considered a ”hot topic”, especially in the 2000s. Motivated by the potential biomedical applications, various approaches to prepare amino-rich (and nitrogen-rich in general) surfaces were explored, including plasma polymerization and plasma grafting [16, 17, 18].

The sputtering of polymers is well suited for the preparation of films for
these ”interfacial” applications. There are two basic ways how to make a thin film with desired functional chemical groups – either sputter a polymer in a reactive gas mixture that promotes forming of such groups or sputter a polymer already containing these groups.

The first approach was performed in [JK2], where polypropylene was sputtered in Ar–N\textsubscript{2} mixtures. As expected, nitrogen was incorporated in the films, as well as on their surfaces, as was demonstrated by the films’ wettability. Additionally, a big increase in the deposition rate with the increasing amount of N\textsubscript{2} was found. This can be explained by the formation of shorter and more volatile polymer chains on the surface of the polymer target via the passivation of temporary radicals by nitrogen. Shorter polymer chains are then more readily sputtered or just thermally released from the target.

The former effect paradoxically leads to the presence of a heavier molecular species in the plasma during sputtering in N\textsubscript{2} than in Ar. This is visible in Fig. 2.4. A slight shift of the ”carbon fingers” in the mass spectra by ∼2 amu shows the presence of nitrogen bound in the sputtered polymer fragments.

The latter effect was also clearly observed during sputtering at higher magnetron powers, where also additional thermal scission of the polymer chains on the surface of the target takes place. This corresponds well with the findings of [JK8], which are commented on in the section 2.3.

The second approach to prepare a nitrogen-rich film via magnetron sputtering, namely a sputtering of polyamide nylon, is described in [JK3]. While a clear presence of nitrogen in the films sputtered in Ar was detected, it was not as high as in the original polymer (8% in the films vs 12.5% in nylon (without hydrogen, not detectable by XPS)). This is a rather typical situation during the magnetron sputtering of polymers since some elements are more easily ”lost” during the sputtering process. However, when N\textsubscript{2} was added into the process gas mixture, the nitrogen content increased (up to nearly 40%) in a similar way to [JK2].

One of the findings of this work was the detection of CO species being released from the sputtered polymer. This was found to be pretty common during all types of plasma sputtering/degradation/decomposition of polymer containing C=O groups. This knowledge was helpful later during the modelling of the process in [JK11], discussed in section 2.3.

A typical drawback of nitrogen-rich (and even more of amino-rich) coatings is their fast and intense aging when nitrogen in the film is gradually lost. Actually, after exposure of the films to ambient air (or even water, in the case of many potential bioapplications), a big part of this process is nearly instantaneous. The experimental setup used in [JK3] allowed comparison of XPS
elemental composition and infrared spectra of the films in-situ (as-deposited, without breaking vacuum) and after exposure to air (Fig. 2.5), and the above-mentioned fast changes were clearly detectable.

Later, a general understanding that increasing the concentration of N(H$_x$)– groups on the surface of the film above a few percent has little effect on increasing the effectivity of binding of the biomolecules – an original driver of the field. Also, other biomolecule-binding mechanisms have been developed for plasma polymers [19]. While the ”race” to attain as high N(H$_x$)– groups content in the film as possible has basically ended in the context of biomedicine [20, 21], the techniques developed in the field remain useful [22].

### 2.2 Nanostructures

#### 2.2.1 Nanocomposites

Nanocomposite thin films consist of a matrix material and a dispersed phase(s) (filler(s)), commonly in the form of nanoparticles (nanofibers, nanoplatelets etc.). There are numerous ways to synthesize such materials ([23, 24, 25]). In the case of organic-inorganic nanocomposites, the organic material (polymer, plasma polymer) typically serves as a matrix and inorganic material (metal, oxide) serves as a filler.

Figure 2.6: Properties of nanocomposite films prepared from dual magnetron sputtering of SiO$_2$ and polyimide in dependence on the magnetron power ratio. Left: RBS/ERDA elemental composition. Right: “Equivalent filling factor” established from RBS/ERDA data. Reproduced from [JK4].

The core parameter of any composite material is the volume fraction of each constituent (in the case of filler(s) so-called ”filling factor”). In many cases, nanocomposites are prepared by techniques where the deposition of the matrix and deposition of the filler influence each other. This is a typical situation,
e.g. in the case of plasma polymerization combined with magnetron sputtering or sputtering the materials from two magnetrons. The cross-influence starts already at the magnetron sputtering since the diffusion of the other material can change the plasma properties at the other magnetron, influencing the deposition rate in this way. Moreover, due to mostly quite different surface energies of the film constituents combined with the possibility of atomic diffusion inside the material, the relation of the ratio of atomic fluxes to the volume fractions of constituents is often not straightforward. While the tunability of the nanocomposite properties is retained, the cross-influence of the deposition of matrix and filler does not allow a simple independent calibration of the deposition rates of constituents.

An example of solving this problem is presented in [JK4] in the case of simultaneous magnetron sputtering of polyimide and SiO₂. In the case where the direct (or semi-direct) measurement of volume fractions of film constituent is not available, but the full elemental composition of the film is measured, it is still possible to recalculate the elemental composition to the volume composition (Fig. 2.6).

### 2.2.2 Nanoparticles

First production of nanoparticles (size 1–10² nm) clearly identified as such was done over 150 years ago by Michael Faraday [26]. He used chemical means to prepare a colloidal solution of nanoparticles; a general approach performed and improved in many variants till today [27]. While there is a plethora of methods to prepare nanoparticles by "wet chemistry", there is also a rich field of nanoparticles prepared using physical methods, including vacuum-based techniques [28].

Production of nanoparticles is interesting in itself since nanoparticles (mostly due to their surface-to-volume ratio) have many interesting physical and chemical properties that often significantly differ from the properties of corresponding bulk material. In the chapter 2.2.1, the problem of limited control of self-assembly of nanocomposite from simultaneous atomic (or nearly atomic) fluxes of constituents was described. One of the possible solutions is to decouple the production of the matrix from the production of filler. Then, a separate source of nanoparticles is needed. Since there is a significant know-how on magnetron sputtering present at the author’s department, a variant of magnetron-based gas aggregation cluster (nanoparticle) source ("GAS"/"Haberland source" [29]) was found most suitable (schematic image shown in Fig. 2.7). In this source, the
magnetron-sputtered material (section 2.1.3) forms nanoparticles in an aggregation chamber that are dragged by the flowing gas at \( \sim 10^1 \text{ Pa} \) into the deposition chamber through a small orifice.

Figure 2.7: Scheme of the source of nanoparticles (GAS): 1–main chamber; 2–aggregation chamber; 3–orifice; 4–water cooling; 5–carrier gas inlet; 6–water-cooled magnetron; 7–target; 8–power source; 9–plasma. Reproduced/modified from [JK5].

In general, in gas aggregation sources, the main mechanism responsible for the nucleation and initial growth of nanoparticles (nanoclusters) is a "ternary" collision of an initial atom (or small cluster), "deposited" atom and a third atom (cooling gas, mostly inert (Ar, He)) that will carry away the heat of coalescence. Since true ternary collisions are rare, a more realistic nucleation scheme is a two-step process

\[
A + A \rightarrow A^*_2
\]

\[
A^*_2 + G_{\text{cold}} \rightarrow A + G_{\text{hot}}
\]

where \( A \) are the nucleating atoms and \( G \) is the cooling gas atom or molecule. Still, to overcome the (mostly thermal) processes that disassemble the particles, the nucleating atoms must be present in sufficient concentration to aggregate, forming an analogue of supersaturated vapours. The nucleation process can be more complex in the presence of reactive gases. In magnetron-based sources, nucleation on ions can be dominant [30]. A detailed description of the gas aggregation sources’ physics and applications can be found e.g. in [31].

The original idea behind the magnetron-based gas aggregation nanoparticle sources was that the nanoparticles (charged by the magnetron plasma) would be electrostatically accelerated towards the substrate in order to "splash" fill the surface irregularities, decreasing this way the roughness and porosity of the growing thin film. Although working in principle, this
idea met a big obstacle to being employed commercially - the low deposition rate of the nanoparticles (originally $\sim \mu g/h$).

Several ways of improving the output of GAS were found, e.g. seeding the aggregation of nanoparticles with reactive gases [32, 33, 34] or even organic vapours [35]. Also, the original mass-filtering of nanoparticles can be dropped (and nanoparticle flux increased) in many practical applications, when broad size distribution of nanoparticles (FWHM value $\sim$ mean value) is not an issue. However, without a better understanding of processes inside GAS, the optimization of the nanoparticle production would still be hit-and-miss.

For a long time, most models of the growth of nanoparticles in GAS did not pay much attention to the details of the transport of nanoparticles inside the source itself via neutral gas. One of the problematic parts of GAS is the exit orifice. The gas flow inside the orifice is non-trivial by itself since there is a pressure drop of 2–3 orders of magnitude on a few mm (Fig. 2.8). The flow is quickly going from deeply subsonic to supersonic velocities and from continuous to free molecular regime, a challenging situation for theory and modelling. In this rapidly changing environment, the neutral gas drag accelerates nanoparticles, determining their velocity vector at exiting the source. Since this acceleration depends on the mass/cross-section ratio of the nanoparticles, a significant dependence of the velocity of the particles on their mass was predicted [36]. The velocity of nanoparticles is also important for their sticking coefficient and adhesion to the substrate and the morphology of the film grown from them.

![Figure 2.8: 2D map of the gas velocity near the GAS orifice of the nanoparticle source obtained using Direct-Simulation-Monte-Carlo (DSMC) modelling. The bottom line of the map is the axis of symmetry. Reproduced from [JK5].](image)

A very simple electrostatic deflection setup (Fig. 2.9) coupled with post-deposition analysis of the sizes of the deflected particles was used to determine the velocity of Ag nanoparticles within three orders of magnitude in
Figure 2.9: General layout of the electrostatic deflection setup used to measure the velocities of the nanoparticles exiting GAS. For a given deflection voltage and a given sample location, the lightest and heaviest particles obtained from the size distribution histogram are used to estimate the maximal and minimal values of the velocity of the particles of the corresponding size, respectively. Reproduced from [JK5].

mass [JK5]. The simple geometry of the setup can be treated analytically. The deflection distance $y$ of the particle can be expressed as

$$y = (l_1 + l_2 + l_3) \sin \alpha - \frac{Uq}{dmv_0^2} \left( \frac{l_2^2}{2} + l_2 l_3 \right)$$

where $l_1, l_2, l_3, d$ describe the geometry of the experiment (Fig. 2.9), $\alpha$ is the initial angle of flight of the particle, $U$ is the deflection voltage between the plates, $q$ is the charge of the particle, $m$ is the mass of the particle and $v_0$ is the velocity of the particle. This expression would be sufficient to obtain the expected dependencies of $y$ on other parameters, but an integration of the motion of particles using a numerical model of the electric field was used to deal with the edge effects of the finite length of the deflection plates.

Since there was necessary to operate with several initial assumptions about the process, an independent "hybrid" model of nanoparticle motion allowing a partial cross-checking of the interpretation of the experimental data was developed. It was based on analytical expressions for gas atom-nanoparticle impulse transfer integrated on the background of numerical solution of the gas flow (Fig. 2.8).

The dependence of the velocity of the nanoparticles on their mass was found to be quite significant (Fig. 2.10). While all the measured velocities were compatible with the expected "soft landing" regime of nanoparticles on the substrate, the velocity ratio between fastest and slowest nanoparticles was 10:1.
Velocities of the nanoparticles were subsequently measured in a narrower range of masses using mass spectrometry [37] and more recently characterized using a slotted disc filter [38]. Understanding the influence of the gas flow on the nanoparticles was important e.g. for the preparing of core–shell nanoparticles [39]. There, the pressure-tuned deceleration of nanoparticles allowed for optimizing of the in-flight shell deposition.

The influence of gas flow was found to be important also inside the GAS itself. The motion of very small (few nm) nanoparticles was demonstrated to be dominated by the Brownian motion [40], and the overall performance of GAS also depends on the internal configuration of the walls, orifice and gas inlet [41, 42, 43].

The above-mentioned deflection–velocity experiment [JK5] also gave additional insight into the question of the charge on the nanoparticles. The velocity of the nanoparticles was not dependent on the polarity of their charge, confirming that at least near and out of the GAS orifice the neutral gas drag is the driving force on the nanoparticles. Through additional reasoning, an interesting hint on the charge of nanoparticles exiting GAS was obtained. Most (or nearly all) charged nanoparticles must be charged only by plus/minus one elementary charge. While this was suspected (and to some extent experimentally confirmed) before, the broad range of masses of nanoparticles covered in this experiment confirmed this to be likely a general rule in magnetron-based GAS. The zero or only single elementary charge of nanoparticles exiting GAS.
is not a trivial statement since the low-temperature plasma easily charges any adjacent surfaces (section 2.1.2), including nanoparticles.

In the simplest treatment, when the particle of radius $r$ is considered to be a spherical capacitor, its equilibrium charge is

$$q_r = 4\pi \varepsilon_0 r V_r$$

where $V_r$ is a floating potential given by the balance of electron and ion flux. The floating potential for typical low-pressure plasmas in argon is approximately $V_r \sim 5 T_e$, where $T_e$ is the electron temperature in eV. Thus in the active plasma with $T_e \sim 1$ eV one shall expect a charge of about $1e$ per 1 nm of the diameter of the particle, in a seemingly clear contradiction with the single charge of the nanoparticles found in [JK5].

The reason for this discrepancy is simple - the active plasma zone in magnetron-based GAS represents only a small fraction of the volume of the aggregation chamber. The rest of its volume fills mostly a weak afterglow (or auxiliary, [36]) plasma. Then the equilibrium charge of the nanoparticles drops quickly towards zero with nearly symmetrical fluctuations to plus/minus single elementary charge [44].

However, to have a clear picture of the plasma–nanoparticle interaction, good experimental data on the plasma parameters inside GAS are needed. One of the mostly neglected problems in the physics of magnetron-based GAS is the unavoidable coupling of the nanoparticle nucleation&growth and electrostatic forces-driven transport, especially in the initial stages of the process of nanoparticle formation.

![Figure 2.11: Self-assembled Coulomb “plasma crystal” of microparticles charged by (and levitating in) the low-pressure plasma. Reproduced from [45].](image)

The importance of this growth-charging-transport coupling is quite well known from the field of so-called “dusty/complex plasmas” (monography review can be found e.g. in [46]). A large amount of data and models was
accumulated mostly on the micrometers-sized particles in a normal glow discharge. The effect of trapping of charged particles was studied and utilized e.g. to make so-called “plasma crystals” (Fig. 2.11) or even employed to characterize the local plasma parameters [47].

Going down several orders of magnitude in particle size, quantitative characterizations of plasma–nanoparticles interaction become more scarce. Most such works were done on particles grown via plasma polymerization (section 2.3) from gaseous precursors where the source of material (typically hydrocarbon molecules) is decoupled from the source of the plasma [48, 49]. In such experiments, nanoparticles significantly influence on the plasma since the they very effectively scavenge the electrons.

The situation is even more complicated in the case of nanoparticles grown in the magnetron discharge from the sputtered material. Conditions in the plasma near the erosion track of the magnetron govern the sputtering rate of the material needed for nucleation and growth of nanoparticles. The plasma parameters vary significantly within this region, which is not an easy target for direct measurement of plasma parameters even in the normal particle-free case.

Another important issue is that the magnetron discharge in GAS is typically operated at higher pressures (10^{1}–10^{2} Pa) than it is common for most sputtering processes (10^{-1}–1 Pa), and thus even the basic data on plasma parameters of magnetron discharge at GAS conditions were rather minimal [50]. There was a clear motivation to obtain such data and – if possible – to quantify the role of the nanoparticles.

Figure 2.12: Influence of the presence of nanoparticles triggered by the oxygen admixture on the magnetron discharge shown as time dependencies of measured quantities during one continuous experiment. Left: Magnetron voltage and deposition rate of nanoparticles (typical size distribution shown in the inset). Right: Plasma density and effective electron temperature 30 mm from the magnetron plane. Reproduced from [JK6].
As mentioned previously, adding a small amount of reactive gases, like oxygen, into GAS can sometimes trigger increased nanoparticle production. In the case of nanoparticles from (sub)oxides of reactive metals like aluminium or titanium, it can lead to a rather abrupt “switch on” of the nanoparticle formation with minimal changes in other process parameters [34, 51]. While this sensitivity can also complicate keeping the operation of the GAS stable, it offers an opportunity to characterize the accompanying change in the plasma parameters. In this case, we can assume that the detected changes are mostly caused by the presence of nanoparticles and their interactions with the plasma.

As the model process, the production of Ti/TiO$_x$ nanoparticles from reactive Ti sputtering in Ar with a few % O$_2$ admixture was chosen [JK6]. When the Ti target was in the metallic state, no production of nanoparticles was observed. With increasing O$_2$ admixture, at the onset of oxidation of the target, nanoparticles appeared. Their production increased until the target became quickly fully oxidized (known effect from reactive sputtering [52]), and there was not enough material sputtered to form nanoparticles anymore.

Although direct measurement of plasma parameters using a Langmuir probe [53] was challenging in the highly depositing plasma, the influence of nanoparticles on the plasma was clearly detected (Fig. 2.12). The plasma density dropped by an order of magnitude, and electron temperature increased threefold.

![Figure 2.13: 2D maps of electron density and electron temperature inside the GAS. Left: Schematic representation of the mapped area in GAS. Middle: Plasma density without nanoparticles. Right: Plasma density with nanoparticles. The erosion zone of the magnetron is at $x=0$ cm and $r=2$ cm. Reproduced and adapted from [JK5] and [JK6].](image)

With the experience gained, it was possible to operate the Langmuir probe long and reliably enough to fully utilize the GAS with a movable magnetron to prepare a 2D maps of the plasma parameters (Fig. 2.13; for the maps of all parameters, see [JK6]). The influence of the presence of nanoparticles on the plasma was even more clear, since the effect could be localized. Observed
changes above the erosion zone were expected since most of the material to form nanoparticles comes through this area. However, even more pronounced changes were found just above the center of the magnetron target. The electron density depletion and the rise in the electron temperature were most pronounced there, suggesting a high concentration of nanoparticles in a supposedly “empty” region. Interestingly, even the map of the plasma potential suggests that the negatively charged particles would be expelled from the plasma ring both along the axis of the magnetron (as expected) and towards the axis and the centre of the target.

To the author’s knowledge, the work [JK6] provided the first 2D map dataset of plasma parameters in GAS, including the direct quantification of the influence of the presence of nanoparticles. Good data of a similar kind still remain scarce [54].

Figure 2.14: Different zones of the growth of nanoparticles in GAS identified by the in-operando SAXS: I–nucleation and growth, II–trapping in the capture zone, III–transport of small nanoparticles along the GAS, IV–transport of small nanoparticles outside the GAS. Reproduced from [JK7].

The detection of the changes above the centre of the magnetron was not coincidental. The authors’ group performed a series of experimental campaigns at Deutsches Elektronen-Synchrotron DESY (Hamburg, Germany), and the author is proud to have one of the key roles in the design, performing and interpretation of those experiments. The measurements utilized Small-Angle X-ray Scattering (SAXS) in order to detect the growth of nanoparticles in GAS in-operando, in-situ. Previously, an X-ray characterization was done on nanoparticles outside the source [55]. While this was an outstanding feat, measurements inside the GAS were challenging in a different way due to the background scattering on the gas, X-ray windows contamination, synchronization of the setup etc.

When the technical obstacles were solved, an important finding appeared – a large amount of nanoparticles was found to be trapped in the front of the
Figure 2.15: Time-resolved X-ray scattering intensity in GAS. Growth and trapping of nanoparticles above the magnetron (zone II; z=4–8 mm) and detected release and transport of nanoparticles after the discharge is switched off shown (enhanced view presented in the inset). Reproduced from [JK7].

centre of the magnetron [JK7]. These trapped particles were several times bigger than the "common" nanoparticles (≈80 nm vs ≈20 nm), holding a big share of the volume of the sputtered material. The general "map" of the inside of the magnetron-based GAS had to be revised (Fig. 2.14). Additional time-resolved data have shown that the formation of the trapped cloud takes ≈1 s, and the release of the particles after the discharge was switched off was clearly observed (Fig. 2.15). Later measurements have studied the dynamics of the growth of nanoparticles in this trapped cloud and helped to explain some periodic instabilities sometimes observed during GAS operation that were previously mostly overlooked [56]. Soon after the SAXS measurements, the trapping of nanoparticles in GAS was also confirmed using UV-VIS spectrophotometry via plasmon absorption on Ag nanoparticles [57].

These findings helped to explain some limitations of the output of magnetron-based GAS. This trapping effect was found to happen especially during conditions when the production rate of nanoparticles increases (especially with increasing pressure in the aggregation chamber), and the trapping is one of the key limiting factors to increase it further.

While the general mechanism of the trapping is understood as a direct analogy of the effects known from the field of complex plasmas, the full quantitative modelling remains challenging. Nevertheless, knowledge about the existence of this effect has already helped to increase the performance
of magnetron-based GAS. Tailored mitigation of the trapping through optimization of the gas flow to manipulate or disrupt the cloud of trapped nanoparticles was already demonstrated [58, 59]. Significant improvement in the deposition rate was shown. Improvement of GAS performance will also be helpful in producing of nanocomposites (section 2.2.1) with a high deposition rate of the plasma polymer matrix (section 2.3).

2.3 Plasma polymers

Plasma polymers are materials prepared from organic molecules using non-equilibrium plasma chemistry. They are typically prepared as thin films. While their formation was noticed decades earlier, their usefulness was recognized in the 1950s and 1960s [60, 61].

The plasma polymerization\(^1\) process typically starts with introducing a monomer in a gaseous state into low-temperature plasma where it is “activated”. The “activation” typically means fragmenting the monomer molecules by collisions with high-energy plasma species, forming mostly reactive radicals. Through their reactions, longer macromolecules are formed either already in the volume of the plasma (to form nanoparticles (section 2.2.2)) or (more typically) on the substrate. The resulting material is then significantly different from the original monomer, and the molecular structure of the film can even be considered to be partially disordered (Fig. 2.16). On the other hand, the process is inherently solvent-free and crosslinking in the macromolecular structure is very easy.

![Figure 2.16: Example of the possible structure of plasma polymer prepared by magnetron sputtering of polytetrafluoroethylene based on its polarized infrared spectra. Reproduced from [13].](image)

In contrast, classical chemistry (“wet” chemistry) methods can prepare materials with regular, even complex molecular structures. Unfortunately, sol-\(^1\)Note: The term “plasma polymerization” broadly overlaps with the term “plasma-enhanced chemical vapour deposition - PECVD”. The author prefers the former term.
vents or crosslinking agents used during polymer synthesis can form residues in the material, and a high degree of crosslinking is often quite tricky to obtain.

One of the main limiting factors in the preparation of plasma polymer with complex molecular structures is the limit of the molar mass of the monomer that needs to be introduced into plasma in a gaseous state. Monomers with more complex structure typically have too low vapour pressure to be practical, so generally simple low-molar mass monomers ($10^1$–$10^2$ g mol$^{-1}$) must be used (note: rather extreme case of this issue is the magnetron sputtering of polymers, as described in the section 2.1.3).

One of the ways how to overcome this limitation of plasma polymerization is to use a classical polymers as a source of comparatively high molar mass oligomers produced “in-situ”.

The first use of such an approach for depositing thin films at low pressures was probably demonstrated on polypropylene and polytetrafluoroethylene in the 1960s [62, 63]. In that case, the polymer material was put in a heating cell and heated to the point of the onset of thermal degradation. The polymer chains experience thermal scission, releasing a stream of oligomer vapours that form a soft thin film on the substrate. Such films were proposed to serve as dielectric barriers [64].

Later, the ionized cluster beam deposition technique was adapted to accommodate an evaporator with a polymeric material [65, 66]. Compared to films from pure evaporation, the films exhibited an improved mechanical properties, but the details of their molecular structure remained hazy.

Another way to release heavy precursors into plasma is to sublimate it through the thermal effects of the glow discharge plasma [67, 68], utilizing one of the effects of plasma treatment (section 2.1.2). More recently, remote plasma-assisted vacuum deposition (combining evaporation of complex molecules and an afterglow plasma) was developed [69, 70].

In the case of magnetron sputtering, a high temperature of the surface of the target is usually to be avoided. In the case of sputtering of polymers, due to their limited thermal conductivity, the local temperature on the target can rise quite easily. During the sputtering of polyethylene target at high power, a hint of local “co-evaporation” of material from the erosion zone was found [71].

This effect was studied in more detail during the sputtering of low-density polyethylene and polyisobutylene [JK8]. These materials were chosen intentionally for to their lower melting temperatures. Indeed, the “co-evaporation” regime was observed for both materials. The infrared spectra obtained from the films prepared at this deposition regime were nearly the same as for the
Figure 2.17: Magnetron sputtering of low-density polyethylene target with co-evaporation at power $\geq 75\text{W}$. Left: Mass spectra of the process gas. Right: Infrared spectra of plasma polymer thin films. Reproduced from [JK8].

original polymer (Fig. 2.17). The mass spectra of the gas have shown a significantly increased amount of heavier $C_xH_y$ fragments ($M_r > 50\text{ g mol}^{-1}$). While the thin films prepared by this technique were found interesting, the inherent instability of the process and very short target lifetime made systematic study challenging. There is no direct control over the local surface temperature of the target in this “thermal runaway” regime.

Figure 2.18: Experimental set-up used for Plasma-Assisted Vapour Thermal Deposition (PAVTD) (demonstrated using polylactic acid). Reproduced from [JK11].

To study the plasma polymers prepared from these “long” hydrocarbon fragments, the idea of thermal degradation of the polymer in a dedicated crucible was revived and combined with the utilization of an auxiliary plasma
source to induce plasma polymerization [72]. A more recent version of a similar experimental configuration is shown in Fig. 2.18.²

In the subsequent works, it was found that the oligomers released from the thermal degradation of the polymeric material (“precursor”) have indeed significantly heavier molar masses than the common compounds used in plasma polymerization from the gas phase ($10^2$ g mol$^{-1}$–$10^3$ g mol$^{-1}$). The thin films prepared using PAVTD can then retain most of the molecular structure of the classical polymers and tune it in a broad range by changing the power in (re)polymerizing plasma. This feature was utilized e.g. for preparation of non-fouling (protein non-adsorbing) films [73] or as a tool to study the self-organization of domains of dissimilar polymers [74]. The possibility of retaining a big share of “classical” polymer chemistry and polymer physics was demonstrated.

The author of this thesis perceived the potential of PAVTD and he was able to obtain two research grants to explore this technique in more detail. Two key drivers were the study of the limits of tunability of the properties of the films and the possibility of gaining new insights into the process of plasma polymerization in general.

Figure 2.19: Time dependence of release of bacteriocin nisin from the drug-loaded PVA film with tunable PEO PAVTD films overcoat. a) Relative release of nisin into water (power law fits in the inset) b) Antimicrobial activity against Staphylococcus aureus (qualitatively: wider inhibition zone = higher antimicrobial effect). Reproduced from [JK9].

²This deposition principle can be found under various names, the author of this thesis prefers to use the term Plasma-Assisted Vapour Thermal Deposition (PAVTD).
The transition region between the films consisting of oligomers and fully
crosslinked plasma polymers seemed promising for potential biomedicinal ap-
lications of the films. At the author’s department, there was already a know-
how on using PAVTD with polyethylene oxide (PEO) as a precursor. A finding
obtained on this material was that the molar mass of the original polymer plays
only a minor role in the properties of the resulting films. The major influence
was the plasma power used [JK9].

One of the basic problems in drug delivery systems, including coatings, is
regulating the release rate of the drug [75]. The PEO-like PAVTD films were
utilized as an overcoat layer over a drug-loaded film (soluble polyvinyl alcohol
loaded with nisin, a small protein with a bactericidal effect). Control of the
release rate of nisin in water was demonstrated on the nisin release dynamics
as well as on the bactericidal effect of the films (Fig. 2.19). The latter test is
important in showing that the released protein drug does not lose its tertiary
structure during storage or release.

![Figure 2.20: Tunable hydrolysis rate of PLA-like PAVTD films prepared at
varying effective plasma power. Reproduced from [JK10].](image)

Most of the recent work was then focused on polylactic acid (PLA). The
work [JK10] demonstrated that PAVTD could be effectively described using a
variant of so-called Yasuda parameter $Y$ for gas-phase plasma polymerization
[76, 77].

$$Y = \frac{W}{FM}$$

where $W$ is the plasma power in the polymerization zone, $F$ is the monomer
molar flow and $M$ is the molar mass of the monomer. $Y$ represents the most
simple scaling parameter in plasma polymerization, basically denoting energy
expended on the unit mass of the material.
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The original Yasuda parameter counts on volatile precursors that do not form a film, unless they are activated (converted into radicals) in a plasma. In PAVTD, the situation is different. Even without the plasma, the heavy oligomers condense (and partially spontaneously polymerize) readily on any surface. The flow of the monomer can then be directly correlated with the film deposition rate, so in the work [JK10], it was demonstrated that a parameter “effective plasma power” $P_{\text{eff}}$

$$P_{\text{eff}} = \frac{W}{dh/dt}$$

where $W$ is the plasma power and $dh/dt$ is the deposition rate (in thickness per time). It was demonstrated that even a diverse set of experiments (caused by higher sensitivity of PLA to thermal fluctuation in the crucible compared to PEO) could be then clearly sorted and dependencies of composition and stability on $P_{\text{eff}}$ can be demonstrated (Fig. 2.20, note that detection of released lactic acid means that at least some part of the original polymer chains must have been retained).

![Figure 2.21: Comparison of a model of the composition of PAVTD-prepared PLA-like plasma polymer with experimental data for varying discharge power. a) fractions of various types of subunits b) average length of “undisturbed” parts of PLA chain. Reproduced from [JK11].](image)

With gradually improved stability of the setup, more precise experiments with PLA-like PAVTD films were possible on a larger set of samples [JK11, JK12], allowing utilization of “volume” diagnostics methods like gel permeation chromatography (GPC) or nuclear magnetic resonance (NMR), that are
not usually possible to be employed on plasma polymers. Using the combined data from XPS and NMR, it was possible to get a surprisingly clear picture of the molecular structure of the films (Fig. 2.21). This structure could be well approximated by the original PLA chain interleaved with ether-like and hydrocarbon-like units in the chain. With increasing plasma power, the amount of “modified” units increased, and the average length of the original PLA chains decreased. At the lowest plasma powers, the length of undisturbed parts of PLA chain shall represent the length of the thermally released oligomers from the crucible. A very good agreement between values obtained from XPS+NMR and GPC was then found.

Moreover, elucidation of the molecular structure allowed the development of the numerical model of this specific plasma polymerization process. Utilizing knowledge gained on other oxygen-containing polymers (section 2.1.3), the model could reproduce the dependency of the film composition on the plasma (re)polymerization power surprisingly well. Such predictive models are not common in the field of plasma polymerization and they are mostly more complicated [78, 79, 80].

Figure 2.22: Tunable stability of PLA-like PAVTD films prepared at varying discharge power. a) Stability in water for varying times of immersion indicated by relative remaining thickness (gel volume fraction) b–d) SEM images obtained after 15-second immersion in water and drying. Reproduced from [JK12].

The same PLA-like films were also characterized by thermal stability and especially by the stability in water. A huge – over 5 orders of magnitude – range of tunability of the characteristic time for the stability in water was
achieved, from sub-seconds to weeks (Fig. 2.22). At low polymerization plasma power, the oligomer wash-out is the dominant process. After attaining of the gelation point, when the free chains start to disappear, the stability clearly increases. The SEM images show that the film is not fully homogeneous and forms more and less stable domains.

Interestingly, the films prepared without plasma are more stable than the films prepared at very low plasma power. There seems to be competition between the oligomers’ fragmentation and their polymerization. This top-down vs bottom-up competition is a part of the ongoing studies.

The broad tunability of the PLA-like films were also tested as the drug release-delaying films. In a similar fashion like in [JK9], nisin-loaded PVA film was overcoated by PLA-like layer and then the release kinetics of nisin into the
water was measured. The situation was more complex than in the case of PEO-like films. Two different drug release mechanisms were identified (Fig. 2.23). Still, the tunability of the release times from minutes to hours was shown.

These experiments have clearly shown that PAVTD is a very useful tool to produce and study materials that are not easily obtainable either via classical chemistry or common plasma polymerization (Fig. 2.24). In a way, it can be said that PAVTD bridges the gap between classical and plasma chemistry.
3. Concluding remarks and outlook

Low-temperature plasma physics, including plasma chemistry, is a very diverse field. In this thesis, its author tried to cover several more or less closely related problems that can lead – or already have led – to better understanding of the processes in the plasma, on the plasma-adjacent surfaces and the processes connecting these domains. The classical low-temperature plasma physics in atomic or simple molecular gases is not a simple field in itself. The incorporation of nanostructures and macromolecules into the plasma processes makes the related physics only more diverse and fascinating.

The author’s personal mid-term plan is the to improve the PAVTD technique even further, to utilize it as a study tool both on the borders of plasma polymerization and the borders of classical polymer physics. Moreover, in terms of material science, by combining PAVTD with the advanced vacuum-based methods of producing nanoparticles, new types of nanocomposite structures can be possible.
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