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Nižňanský, J. Appl. Phys. 99, 08M903 (2006). . . . . . . . . . . . 128
V. Procházka, H. Štěpánková, V. Chlan, J. Tuček, J. Čuda, K. Kouřil,
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Introduction
Nuclear magnetic resonance (NMR) is a unique spectroscopic method for study-
ing condensed matter: it gains information about the structure and important
properties at atomic level, from the point of view of atomic nuclei. At the same
time the measurement itself does not significantly perturb its point of interest, the
electronic system. Namely, the resonant frequencies of nuclei are usually several
orders of magnitude lower than analogous frequencies for electrons, phonons, or
other species, which are thus affected by weak quasi-static fields only.

While NMR spectroscopy is a robust and irreplaceable method for studying
structure and dynamics of liquids, where subtle electron-nuclear and inter-nuclear
interactions can be captured in high-resolution spectra, the use of NMR in solid-
state physics is much more limited. It is partly because of higher experimental
demands in the solid-state NMR measurements, but to a great extent also due
to the fact that analysis and interpretation of solid-state NMR spectra is more
difficult. Ironically, the uniqueness of the method then becomes a curse: often
there are no other experimental methods with adequate resolution to which the
NMR results could be compared. The interpretation of NMR spectra of complex
solids and magnetic materials may thus become extremely challenging.

The lack of other complementary experimental methods, fortunately, does
not apply to methods for calculation of electronic structure. In this regard, the
situation is in fact quite appropriate: the local character of NMR is exactly what
supports such connection, since relatively small models in the electronic structure
calculation are sufficient to describe the experimental spectra. Combination of
the two methods, one experimental and one computational, but both focused on
atomic scale, brings two main benefits:

• The calculations of spectroscopic parameters greatly simplify understanding
of experimental NMR spectra, or even allow the interpretation in cases where
it would be unfeasible otherwise.

• On the other hand, confronting the ab initio calculation with NMR ex-
periment via the spectroscopic parameters supports the credibility of the
calculated model. This applies not only to the properties being directly
compared, but justifies the model as a whole, and thus also increases the
reliability of other calculated physical properties – even those which cannot
be obtained experimentally.

We have been applying and developing this comparative approach in the last
decade. At the beginning we were concerned mostly with the local magnetic fields
and gradients of electric fields in magnetically ordered materials, hence magnetic,
multiferroic, and related materials were the subject of majority of the presented
papers. More recently with advancement of computational possibilities our focus
has been widened also to non-magnetic solids.

The thesis is structured in the following way: first chapter briefly introduces the
nuclear magnetic resonance method, especially describes interactions of nuclear
moments with local magnetic and electric fields – hyperfine magnetic field, electric
field gradient, and chemical and Knight shift – and how they manifest in the
NMR spectroscopy. Second chapter presents the methods of density functional
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theory (DFT) calculations, which were used in our studies, with focus on local
magnetic and electric fields: how the related quantities can be determined and
how accurately, and also where the usual practice fails and other solutions need to
be searched for. The way, how the approach of comparing NMR experiments and
DFT calculations was applied in practice, is then presented in the last chapter in
a form of commenting on the main results of the published papers.
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1. Nuclear Magnetic Resonance
in Solids
The nuclear magnetic resonance phenomenon is based on the interaction of nu-
clear moments with local magnetic and electric fields. The key prerequisite is the
presence of nuclei with suitable nuclear spin 𝐼: nuclei with 𝐼 ≥ 1

2 possess magnetic
dipole moment and those with 𝐼 ≥ 1 possess electric quadrupole moment. The
energy level of the ground state for such nuclei is then split by Zeeman interaction
with magnetic field and/or by electric quadrupole interaction, and by exciting the
transitions between the split levels it is possible to induce the NMR. The acquired
NMR spectrum corresponds to the values of these local fields and thus carries
essential spectroscopic information about the structure and other properties of
the studied system.

The local magnetic and electric fields originate mostly by interaction of nucleus
with electronic system, as is the case of magnetically ordered solids where the
values of the local fields are directly reflected in the NMR spectrum. For non-
magnetic solids the magnetic field is supplied as a very homogeneous static external
magnetic field B0 and the resonance then probes subtle deviations from the value
of B0. Regardless of the origin of the local fields, the key property of NMR
(as for most spectroscopies) is the fact that, in general, nuclei in two different
environments (e.g., nonequivalent crystal sites) have different values of the local
fields, and therefore, different resonance frequencies in the NMR spectrum.

Besides the Coulomb interaction between the positive charge of the atomic
nucleus and the surrounding electronic charge density, the nucleus interacts with
electrons also via its nuclear moments: magnetic dipole moment and electric
quadrupole moment. These interactions are usually termed the hyperfine inter-
actions and are briefly described in the following paragraphs, accompanied by
description of NMR shifts. Some of these quantities are, as well, of interest for
Mössbauer spectroscopy, which was also utilized as an experimental method (to-
gether with or instead of NMR) in several of the presented works.

1.1 Hyperfine magnetic interaction
A nucleus with non-zero spin possesses nuclear dipole magnetic moment which
can be – in analogy with electrons – expressed by units of nuclear magneton 𝜇𝑁 ,
a quantity about three orders of magnitude smaller than the Bohr magneton 𝜇B:

𝜇N = 𝑒ℏ
2𝑚𝑝

∼ 1
1836𝜇B . (1.1)

The interaction of nuclear spin with electrons in the atom results in a local
magnetic field at the nucleus. This hyperfine field can be expressed as a sum of
contributions of individual electrons [1]:

Bhf = −𝜇0𝜇𝐵

2𝜋
∑︁

𝑖

(︃
l𝑖

𝑟3 + s𝑖

𝑟3 − 3r(s𝑖 · r)
𝑟5 + 8𝜋

3 s𝑖𝛿(r)
)︃
, (1.2)
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where the first term describes the field induced by electron orbital moment l, while
the remaining terms describe the field arising due to interaction with electron spin
s. The terms for dipole field adequately describe interaction with spin of electron
within the dipole limit, whereas the last term gives the Fermi contact interaction.
The contact field arises in cases when electron is present in a very close proximity
to the nucleus (or inside the volume of nucleus), so that the dipole approximation
breaks down, and additionally, relativistic effects have to be considered [1, 2].
Typically, the contact term is significant for atoms where the core 𝑠 states are
spin-polarized by 𝑑-𝑠 or 𝑓 -𝑠 exchange with unpaired electrons in 3𝑑 or 4𝑓 shells; in
case of 3𝑑 atoms, such as Fe, the contact field is usually the dominant contribution
to the hyperfine field Bhf .

In non-magnetic systems, where all electrons are effectively paired in the atomic
orbitals as well as within the chemical bonds, the hyperfine magnetic field is zero
with a high precision (the non-zero effects, such as indirect nuclear spin-spin
interaction, appear as terms in the second-order perturbation theory [2]). On the
other hand, in magnetic systems the contributions of unpaired electrons are not
compensated, yielding high value of magnetic hyperfine field at the nuclei. Then
the very presence of such a hyperfine magnetic field is the key aspect for application
of NMR spectroscopy to studying the magnetic materials [3]. The time-averaged
value of hyperfine field for nuclei of paramagnetic atoms can be from several units
of Tesla up to hundreds of Tesla, and additionally, transferred hyperfine field of
lower magnitude can appear also at nuclei of neighboring non-magnetic atoms.

1.2 Hyperfine electric quadrupole interaction

For nuclei with spin 𝐼 > 1
2 the distribution of charge inside the nucleus deviates

from the spherical one and is connected with presence of nuclear quadrupole (or
higher order) electric moment, described as tensor Q. The electric quadrupole
moment Q interacts with gradient of electric field E, which is generated by the
surrounding electronic density and neighboring nuclei [1, 2]:

𝐻𝑄 = 𝑒

6Q∇E . (1.3)

Rotational symmetry and parity of the nucleus in the ground state dictate a
special form of tensor Q, allowing defining it with just one scalar component, 𝑄
[1]. The tensor of electric field gradient can then be considered as traceless,

V = ∇E − 1
1
3Tr(∇E) , (1.4)

and described by two parameters: the largest component 𝑉𝑧𝑧 and the asymmetry
𝜂 = 𝑉𝑦𝑦−𝑉𝑥𝑥

𝑉𝑧𝑧
, with such a choice of coordinate system that |𝑉𝑧𝑧| ≥ |𝑉𝑦𝑦| ≥ |𝑉𝑥𝑥|.

The electric quadrupole interaction is strongly influenced by the local symmetry:
presence of 3-fold axis or higher symmetry causes 𝜂 to be zero; moreover, for
nucleus in cubic symmetry the electric quadrupole interaction does not influence
the NMR spectrum.

4



1.3 NMR shifts
For non-magnetic materials in zero magnetic field, the hyperfine magnetic field
effectively cancels out, and thus does not cause splitting of nuclear energy levels.
Application of homogeneous magnetic field is then required to observe NMR, and
the role of observable spectroscopic quantity is taken by subtle effects that change
– locally – the value of the applied external field. When the external magnetic
field is present, much weaker local magnetic fields are induced within the electron
system and manifest as small changes of frequency in the NMR spectrum: the
electronic response to the static field acts essentially as a ”shielding”, slightly
shifting the resonance frequency from the value of bare, unshielded nucleus [1, 2],

𝜔 = 𝛾B = 𝛾(1 − 𝜎)B0 . (1.5)

In diamagnetic liquids and solids the effect is termed chemical shielding and when
confronted with a shielding of the reference compound, the difference gives rise
to so called chemical shift 𝛿, usually expressed in ppm:

𝛿 = 106(𝜎ref − 𝜎) . (1.6)

Analogous terms in metals are called Knight shielding and Knight shift (𝐾) and
arise predominantly due to Fermi contact interaction with conduction electrons
which are slightly polarized by the external magnetic field. The values of 𝐾 are
usually positive (“paramagnetic”) and a few orders of magnitude larger than 𝛿,
thus often expressed as a percentage:

𝜔 = 𝛾B = 𝛾(1 +𝐾)B0 . (1.7)

In general, both quantities 𝛿, 𝐾 are tensors, so that the resonance frequency
depends also on direction of the external magnetic field with respect the tensors’
principal axes – such anisotropic properties correspond to the local symmetry of
the crystal site with resonating nucleus.
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2. Calculation of NMR
parameters
Density Functional Theory (DFT) [4] belongs to the most important methods avail-
able for computations in condensed-matter physics, especially for many-body prob-
lems that are encountered when obtaining the electronic structures of solids. As in
other self-consistent field (SCF) approaches, in DFT the many-body Schrodinger
equation is rephrased as one-electron Kohn-Sham equations [5], which are then iter-
atively solved. Usually a reasonable set of approximations is applied to the original
exact Hamiltonian, such as Born-Oppenheimer approximation and approximate
potentials for the exchange and correlation (e.g., Local Density Approximation [4]
or some variant of Generalized Gradient Approximation [6–8]). This self-consistent
process yields, at its end, the electron density uniquely corresponding to the ground
state for the studied many-body problem.

There exists a plethora of different DFT codes encompassing various ap-
proaches, parametrizations, and further approximations to tackle the solution
to the SCF problem. In order to reach the hyperfine and related parameters,
which are localized at or very close to the nucleus, it is natural to employ ap-
proaches that include description of the core electrons for all involved atoms, i.e.,
all-electron methods, also termed full-potential methods [9, 10]. This approach
contrasts with pseudo-potential methods, where the core states of each atom are
replaced by pre-calculated potentials [11, 12], which leads to notable increase in
computational speed with almost no decrease of accuracy. Despite slower than the
pseudopotential methods, the Full-Potential Linearized Augmented Plane Wave
(FP LAPW) approach [13] is widely considered as one of the most precise elec-
tronic structure methods in solid state physics. In the FP LAPW scheme the
volume of the crystal unit cell is divided into non-overlapping atomic spheres and
an interstitial region, which differ by wave-functions used for description. Inside
the atomic spheres the basis consists of “atomic-like” functions, while in the inter-
stitial plane waves are used, and the solutions to the Kohn-Sham equations are
expanded in such a combined basis set.

The DFT code that was used in all presented works is WIEN2k [14], which
is based on FP LAPW, while employs additionally APW+lo (Augmented Plane
Waves + local orbitals [15]) approach to be mixed with LAPW, allows additional
local orbitals for better description of semi-core states [16], and various other
features [17, 18]. Some of the spectroscopic parameters relevant for NMR can be
evaluated from the calculated electron density and are often readily available, such
as the hyperfine fields and electric field gradients, while obtaining other properties
like NMR shifts requires additional and costly procedures.

In magnetically ordered materials the shape of experimental NMR spectrum
is determined by the hyperfine magnetic fields at nuclei, while in non-magnetic
materials the key parameter is NMR shift and (nuclear) magnetic dipole-dipole
interaction. In both cases, if an appreciable electric quadrupole interaction is
present, also the electric field gradients have to be considered, because strong
electric quadrupole interaction can be decisive for the character and shape of the
spectrum. In the following text we briefly describe how all these quantities are
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calculated in the WIEN2k, what is their accuracy, and how various shortcomings
can be overcome or circumvented.

2.1 Calculation of hyperfine magnetic fields
With electron density of the ground state available from a successfully converged
SCF problem, it is relatively simple to calculate – for any specified nuclear site –
the contribution due to the dipolar fields of electron spins or due to the orbital
motion of the electrons. Since also the population matrices are calculated (and
defined in the |𝑙,𝑚, 𝜎⟩ space, where 𝑙, 𝑚, and 𝜎 are orbital, magnetic, and spin
quantum numbers) it is only a matter of obtaining mean value of a single particle
operator �̂� with Kohn-Sham eigenfunctions 𝜑𝑖:

⟨𝜓|�̂�|𝜓⟩ =
∑︁

𝐸𝑖≤𝐸𝐹

⟨𝜑𝑖|�̂�|𝜑𝑖⟩ , (2.1)

with the form of �̂� according to orbital or spin-dipolar part in Eq. (1.2). Several
approximations are applied [19]: first, the operator �̂� is considered non-zero within
the given atomic sphere only, second, the terms non-diagonal in 𝑙 are neglected,
and third, the relativistic mass enhancement is only approximately accounted
for. All three approximations are relatively mild and perform well for localized
magnetic moments of 3𝑑 and 4𝑓 compounds; on the other hand they would
be less appropriate for, e.g., hyperfine field due to orbital moments in metals.
The calculation of orbital and spin-dipolar hyperfine fields requires spin-orbit
interaction to be included, but otherwise the time cost for such step is comparable
to a single SCF iteration in a standard calculation.

For the Fermi contact term the process is even less demanding in terms of
computational effort, however, it is less straightforward since the contact term
expression (1.2) contains delta function, which diverges at point-like nucleus. Most
DFT codes (including WIEN2k) do not consider finite size nuclei, but represent
each nucleus with a point-like Coulomb potential. Since it can be shown [19]
that the consideration of finite size of the nucleus is in fact not important for
the hyperfine field, the situation is solved in the following way: the calculated
electron (spin) density is averaged over a sphere with Thomson radius 𝑟𝑇 = 𝑍𝑒2

𝑚𝑐2 ,
which is typically an order of magnitude larger than the actual radius of the
nucleus. The contact field is then integrated for such averaged spin density. A
good agreement with experiments is reached for cases of nonmagnetic impurities
in magnetic matrices [20–23], because the contact field at the impurity atom
is dominated by spin-polarization of valence 𝑠 states due to interactions with
neighboring atoms. This approach works as well when evaluating isomer shifts
for Mössbauer spectroscopy, where one also needs to calculate the electron charge
density due to 𝑠-electrons within the nucleus [24].

Unfortunately, for magnetic atoms with unpaired 3𝑑 or 4𝑓 electrons, the contri-
butions of core 𝑠 states turn out to be significantly underestimated in comparison
with experiments [25, 26]. This mismatch is, however, not caused by the applied
mechanism with density smearing in the Thomson sphere, but it is clearly a failure
of local density approximation to correctly describe the non-local 𝑑-𝑠 exchange
interaction for the core states [19, 26]. To correct this shortcoming and make
the calculated results applicable for comparison with experiments, we developed
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Figure 2.1: The scheme of sources of hyperfine magnetic field. The calculation
of Fermi contact field (grey pathways) is circumvented by determining the core
and valence contributions directly from magnetic moments (green pathways); the
problematic exchange polarization is thus completely avoided.

an approach [VC1] that circumvents the problematic 𝑑-𝑠 exchange entirely (see
Fig. 2.1) – for a specific atomic species, in our case Fe atoms.

The approach makes use of the fact that calculated atomic magnetic moments
are in much better agreement with the experiments (e.g., neutron diffraction
or magnetic measurements), in contrast to the underestimated hyperfine fields.
Our analysis [VC1] for Fe in various magnetic compounds showed that the core
contribution to the contact field scaled linearly with the magnetic moment of 3𝑑
electrons. Likewise, the valence contribution, which arises mostly due to transferred
hyperfine field from neighboring atoms, scaled linearly with magnetic moment of
valence 4𝑠 states of a given Fe atom. Therefore, our ansatz for reconstruction of
the contact field was:

𝐵𝑐 = 𝑎3𝑑𝑚3𝑑 + 𝑎4𝑠𝑚4𝑠 , (2.2)

where constants 𝑎3𝑑 and 𝑎4𝑠 were determined from fits to experimental 57Fe NMR
data. This correction to the Fermi contact term provided a suitable tool to explain
and predict the values of the hyperfine fields on the Fe nuclei in various iron
compounds containing ferric (and to some extent also ferrous) ions in the high
spin configuration. Although the set of constants 𝑎3𝑑 and 𝑎4𝑠 relates to a specific
type of atom only (in our case Fe, and for another species the process would have
to be done separately), the application does not cost any extra computational
resources and allows to obtain reliable contact hyperfine magnetic fields with
precision better than 1 T (cf. 50 T, the typical value of contact field at 57Fe).
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2.2 Calculation of electric field gradients
The electric field gradient (EFG) tensor can be directly evaluated from the electron
density of the ground state, again at no extra computational costs, since the EFG
components are connected with charge density by integrals of the charge density
𝜌(r) over the unit cell [27], e.g., for 𝑉𝑧𝑧 as:

𝑉𝑧𝑧 =
∫︁
𝜌(r)2𝑃2(cos𝜗)

𝑟3 dr , (2.3)

where 𝑃2 is the second-order Legendre polynomial. The 𝜌(r) is represented by
lattice harmonics 𝑌𝐿𝑀(r), and in the LAPW method the integral is in practice a
summation over occupied states [28]:

𝑉𝑧𝑧 =
∑︁

𝐸<𝐸𝐹

∑︁
𝑙𝑚

∑︁
𝑙′𝑚′

𝑅𝑙𝑚𝑅𝑙′𝑚′𝐺𝑀𝑚𝑚′

𝐿𝑙𝑙′
2𝑃2(cos𝜗)

𝑟3 . (2.4)

where 𝑅𝑙𝑚 are LAPW radial functions with angular momentum 𝑙 or 𝑙′, and 𝐺
are the Gaunt coefficients [29]. For example when obtaining the component 𝑉𝑧𝑧,
we are interested in 𝑉20 component in the spherical representation of the EFG
tensor, i.e., 𝐿 = 2 and 𝑀 = 0, and the number of non-zero contributions is then
limited by 𝐺 to combinations p-p, d-d, s-d, and p-f. This ability of the calculation
to resolve EFG contributions according to particular 𝑙 value is very important
when interpreting the (dominant) sources of the EFG value in many practical
cases [30, 31].

2.3 Calculation of chemical and Knight shield-
ings

While chemical shifts of molecules have been accessible for calculations for decades
[32, 33], the implementation for solids has been delayed – among other complica-
tions – by the fact that the magnetic field breaks translational symmetry of the
problem (leading to issues with gauge). For solids, within the projector augmented-
wave (PAW) method [34], the gauge-including projector augmented-wave (GIPAW)
approach [35] became successful for practical applications, especially when im-
proved to be usable with nowadays ultrasoft-pseudopotentials in the pseudopoten-
tial DFT methods [36]. But for the family of APW/LAPW methods, and WIEN2k
code in particular, the calculation of chemical shielding has been implemented
only relatively recently [37–39]. The calculation involves enhancement of the basis
set by local orbitals positioned at higher energies (unoccupied states), and then
solving the eigenproblem for the original and six additional reciprocal k-point
meshes (shifted along all six directions), for which the induced current as well
as the magnetic susceptibility is obtained. The full chemical shielding tensor is
then constructed straightforwardly from these seven calculations by integrating
the current according to Biot-Savart law.

Compared to standard LAPW calculations, the chemical shielding calculations
are significantly more demanding in terms of computational efforts. The difficulty
further increases when the studied compound is a metal, which usually requires
exceedingly dense sampling of the reciprocal space by the k-points. Additionally
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for metals, the shielding due to polarization of conduction electrons, i.e., the
Knight shielding 𝐾, has to be considered, as in metals it is the dominant source
of shielding relevant for NMR spectroscopy. In order to determine 𝐾, explicit
external magnetic field has to be applied in the calculation framework to obtain
the induced contact hyperfine field due to electron spins, and likewise one has to
calculate the spin-dipolar term. Again, the computational requirements are very
high and make the application affordable for rather small or medium-size systems.

In NMR experiments the observed quantity, however, is the chemical (or
Knight) shift, i.e., the difference in shielding between the measured and the ref-
erence compound. Therefore, in order to allow for comparison with experiment,
one should – in principle – calculate also such NMR reference compound. This
is usually not a well suited approach, since it increases the uncertainty of the
final figures, and additionally, the reference compounds are quite often liquids, or
solids with peculiar structures (e.g., nitrates with large unit cells and containing
crystal water molecules) exceeding in complexity the studied compound. Much
more convenient and reliable approach [40–42] involves matching the calculated
shieldings with experimental shifts of several compounds using a linear regression
(with slope usually very close to 1).

2.4 Role of anisotropic interactions
When attempting to model the experimental NMR spectrum, one now has all rele-
vant spectroscopic parameters available for calculation with reasonable precision:

• the total magnetic field – in form of hyperfine magnetic field for magnetic
systems, or external magnetic field modified by the NMR shielding for non-
magnetic systems,

• and the electric field gradient for electric quadrupole interaction (if present).

Nevertheless, in very complex cases with many non-equivalent atomic positions
the experimental spectra may consist of a high number of spectral lines, which may
be overlapping or insufficiently resolved. The spectroscopic parameters of different
lines in the experimental spectrum then can be simply too similar – compared to
the precision of the calculated parameters – to allow for unambiguous assignment
of the spectrum, i.e., to match each individual spectral line to its respective
atomic position using the calculated parameters. In such cases there is a need for
additional parameters to be compared, which can be for instance the anisotropies
of the relevant quantities, namely the anisotropy of hyperfine magnetic field and
the anisotropy of chemical or Knight shielding.

We developed such an approach employing the anisotropy of hyperfine in-
teraction in Ref. [VC2] and tested it for the ordered spinel structure of lithium
ferrite. In spite of lithium ferrite being a relatively simple compound with only
two crystallographically non-equivalent Fe sites (tetrahedral and octahedral), two
of the five lines in the zero-field experimental 57Fe NMR spectrum cannot be
unambiguously interpreted solely from the experiment: the lines have the same
integral intensity and the corresponding Fe sites differ only by the orientation
of the local axes with respect to the vector of magnetization. In other words,
the two sites are crystallographically equivalent but magnetically non-equivalent,
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Figure 2.2: NMR spectrum of ordered lithium ferrite measured at 4.2 K in zero
magnetic field. In the octahedral sub-spectrum (B lines) the two lines at 73.134
and 73.879 MHz are impossible to assign solely from the NMR experiment.

and thus can be distinguished only by the anisotropic part of hyperfine magnetic
interaction, which is briefly described below.

The total local magnetic field at 57Fe nucleus is mainly given by the hyperfine
field with the Fermi contact, the orbital, and the spin-dipolar contributions, from
which only the Fermi contact term is purely isotropic, i.e., its absolute value
does not depend on direction of electronic magnetization. Additionally, atomic
moments in the surrounding lattice also contribute to the local field by their
(classical) dipolar fields; this contribution to the local field is purely anisotropic
and can be straightforwardly determined by summation within a sufficiently large
Lorentz sphere. The total local field then consists of isotropic and anisotropic part,

Bloc(n) = Biso + Banizo(n) , (2.5)
and for a given direction of magnetization n a single crystallographic site – depend-
ing on its local symmetry – may give rise to one or more lines in the spectrum.

Experimentally, one can observe situations for values of n different from the
easy direction by recording NMR spectra of a single crystal under application of
external magnetic field, sufficient to rotate the vector of magnetization from the
easy direction into the desired direction n [43]. In the calculations, the direction of
magnetization can be arbitrarily specified as a ℎ𝑘𝑙 vector in the unit cell, whenever
the spin-orbit interaction is considered for a spin-polarized case. Thus, confronting
the behavior of experimental and calculated spectra for varying n yields extra
information: the sites can be additionally distinguished according to anisotropy
of their hyperfine magnetic fields.

The 57Fe spectrum of tetrahedral A sites in Li ferrite is clearly understood [43]
from the NMR experiment by simple symmetry considerations, in fact already
without the application of external magnetic field. All eight tetrahedral Fe sites
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Figure 2.3: The comparison of calculated and experimental 57Fe hyperfine field
anisotropies in ordered lithium ferrite. The experimental fields were derived from
angular dependences of 57Fe NMR spectra measured at 4.2 K in external mag-
netic field 0.266 T [43]; our calculations modeled the experiment for directions of
magnetization within (01̄1) plane. Both experimental and calculated fields were
adjusted by subtracting their isotropic parts. Adapted from Ref. [VC2]

possess trigonal symmetry with axis oriented along ⟨111⟩, i.e., there are four groups
– each containing two tetrahedral sites – with local axes along either the [111],
[1̄11], [11̄1], or [111̄] direction. Concurrently, the easy axis of magnetization in
lithium ferrite lies in one of these directions. Therefore, one of the four groups of
tetrahedral sites has the local axis parallel with the easy direction of magnetization,
while for the other three groups they are not parallel: the vectors of these directions
are intersecting (forming an angle of ∼ 70.5 degrees). This leads to a fundamental
difference in how the resonance frequencies in tetrahedral subspectrum depend
on the direction of magnetization, and consequently causes these two types of
tetrahedral sites to be easily distinguishable, yielding the 2:6 line ratio in zero-field
57Fe spectrum in Fig. 2.2.

Such simple situation is not found for the octahedral spectrum, which is split
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into three lines 3:3:6 for the easy direction of magnetization and remains ambigu-
ous even when the direction of magnetization is changed by the external field.
Specifically, the spectral lines at 73.134 and 73.879 MHz in Fig. 2.2 cannot be
unambiguously identified with the corresponding six crystal sites (3:3). Again as
in the tetrahedral case, the frequencies of octahedral sites change according to the
behavior of their hyperfine field anisotropy, however, this time the differences are
more subtle: there is no distinguishing symmetry element present and the sites
differ only by the numerical value of the anisotropy. This leads to a deadlock: if
the hyperfine tensor was known, the values of hyperfine field anisotropy could
be directly calculated and lines assigned to sites. However, the tensor cannot be
determined uniquely (ambiguity in sign of one of the parameters) from the exper-
iment because of the lines not being unambiguously assigned. In Ref. [VC2] the
situation for octahedral sites was remedied by calculating the anisotropy tensor
from DFT, which allowed to match the calculated and experimental data [43], and
finally assign also the octahedral lines to their corresponding Fe sites (Fig. 2.3).

The approach employing the anisotropy of hyperfine interaction thus opens
another path to assign and interpret the experimental spectra, although this ben-
efit comes at a cost of much more demanding experiments. In order to measure
the angular dependences of NMR spectra, naturally one should use a single crys-
tal sample, as well as appropriate NMR experimental setup. And likewise, the
calculations and the following analysis may also become quite extensive.
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3. NMR & DFT: Applications to
magnetic and non-magnetic solids
This chapter presents several publications where we applied the approach of
comparing the NMR spectroscopy experiments (in three of the cases also the
Mössbauer spectroscopy experiments) with results obtained from calculated DFT
models. The topic of the studied systems concerns mainly magnetic solids, namely
iron oxides, for which the key parts of the NMR-DFT comparison have been
developed [VC1, VC2].

First we present two studies related to valence states of Fe atoms in hexafer-
rites, where both benefits of the NMR-DFT comparative approach, mentioned in
the introduction, are demonstrated: the calculations serve as a helpful tool for
interpretation of experiments and conversely the experiment is used to justify the
calculated results. Other hexaferrite studies follow, as well as works concerned
with magnetite and various magnetic ferrites, and the chapter is completed by
application of the comparative approach to several non-magnetic solid-state sys-
tems.

3.1 Hexagonal ferrites
Hexagonal ferrites (hexaferrites) are magnetic oxides of iron and atoms of alkali
earth metals (Ba, Sr, Pb) or lanthanides (sometimes termed large cations), often
accompanied by substitutions of various elements (Co, Al, ...). The industrial
and technological importance of hexaferrites as permanent magnets, in magnetic
recording, and wide range of high-frequency and electrical devices perhaps over-
shadows their other interesting properties discovered recently, such as promising
multiferroic behavior [44, 45] or outstanding microwave absorption in form of
various composites [46, 47].

The hexagonal ferrites consist of stacked structural blocks along the hexagonal
axis; there are three possible structural blocks, T, R, and S. According to the
type of block used, the compounds can be organized into two main families: first,
containing R and S blocks only, where the simplest R-S stacking yields the M-type
structure, and second, built with T and S blocks, with Y-type hexaferrite (T-S
stacking) being the simplest representative. More complex structures then can be
derived (and more importantly also synthesized) by altering the sequence of the
building blocks or combining the two families together [48].

The magnetic structure of hexaferrites is ferrimagnetic, with moments of neigh-
boring Fe atoms along the hexagonal axis being mutually antiparallel. Hexaferrites
display high magnetic anisotropy of either easy axis character (mostly M-type and
related structures) or planar/conical type (usually Y-type and derived structures)
[48]. Their magnetic properties, especially the magnetocrystalline anisotropy, are
sensitive to magnetic and valence states of Fe atoms [49], and can be also in-
fluenced by various cationic substitutions (e.g., Co2+). The determination of Fe
valence states in hexaferrites was also one of the main topics in the next two
presented papers.

The structure of hexagonal ferrites contains five or more crystallographically
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non-equivalent Fe sites, which are also magnetically equivalent when the magne-
tization is along the hexagonal axis, but may become split for other cases, e.g.,
for planar hexaferrites. Since the nuclear spin of 57Fe isotope is 1/2, the electric
quadrupole interaction does not apply in NMR, and each non-equivalent Fe site
then usually gives rise to one spectral line in the 57Fe NMR spectrum. The ex-
perimental NMR spectra of hexaferrites may become difficult to interpret: the
complexity of their spectra steeply rises with increasing number or non-equivalent
sites in the structure, as well as for ferrites with planar magnetic anisotropy where
the anisotropy of hyperfine interaction may affect the shapes of spectral lines or
cause splitting. With exception of the simplest and well-studied M-type hexafer-
rite, the assignment of all NMR spectral lines is often incomplete [50, 51]. For
other related hyperfine methods, such as Mössbauer spectroscopy, already the
M-type structure with five iron sublattices implies five overlapping sextets, whose
analysis can be a complicated problem, and more complex structures are usually
beyond the method’s resolution [52, 53].

Localization of valence electron in hexaferrites with mixed valence

Good examples of such more complex structures are strontium W-type and X-type
hexagonal ferrites, on which we focused in the study by 57Fe NMR and Mössbauer
spectroscopies and DFT calculations in Ref. [VC3]. Both ferrites are composed
of the same set of building blocks – R and S – as the simplest M-type structure
(“SrM”, SrFe12O19, space group 𝑃63/𝑚𝑚𝑐), which has the stacking sequence R-S.
The stacking sequence of the W-type structure (“SrW”, SrFe18O27, space group
𝑃63/𝑚𝑚𝑐) is R-S-S and the X-type structure can be considered as a sum of M-
and W-type, yielding R-S-R-S-S stacking (“SrX”, Sr2Fe30O46, space group 𝑅3̄𝑚).

Both SrW and SrX are mixed-valence ferrites, i.e., contain both (nominally)
ferric and ferrous ions, and thus our aim was to study the specifics of the valence
charge: whether the valence charge is localized in the form of Fe2+ and which Fe
crystal sites are involved. The applied spectroscopic methods are sensitive to the
valence state of Fe atoms: value of isomer shift, which is obtained from Mössbauer
spectra, can be attributed to the given valence state, whereas NMR detects Fe2+

indirectly as a missing intensity in the 57Fe spectrum from Fe3+ atoms. However,
first the NMR and Mössbauer spectra had to be interpreted (their lines assigned
to crystallographic Fe positions), for which the DFT calculations were utilized.
Moreover, the valence states of iron atoms were also determined from the ground
state obtained in the electronic structure calculations, and thus the calulated
valences were used together with the experimental results to identify the Fe2+

sites [VC3].
The five Fe sublattices in the M-type structure are occupied by nominally ferric

ions and are labeled as 12𝑘VI, 4𝑓IV, 4𝑓VI, 2𝑏V, and 2𝑎VI, where the labels indicate
the multiplicity, Wyckoff symbol, and oxygen coordination (“IV” and “VI” are
tetrahedral and octahedral, respectively, while “V” denotes hexahedral site, usually
termed bipyramidal). Accordingly, the 57Fe NMR spectrum of SrM consisted of
five narrow and well separated resonance lines, and since its interpretation is well
known [54], the lines could be assigned to the respective sublattices, as depicted in
Fig. 3.1. The hyperfine magnetic fields, measured by NMR as well as Mössbauer,
were in a very good agreement with the calculated values (using corrected contact
fields via the method described in [VC1]). Likewise, the calculated values of EFG
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Figure 3.1: Experimental 57Fe NMR spectra of M-type SrFe12O19, W-type
SrFe18O27, and X-type Sr2Fe30O46 with spectral line assignment indicated. The
lines labeled in red were only assigned by employing the DFT calculations. Par-
tially adopted from Ref. [VC3].
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on Fe nuclei basically matched the experimental quadrupole splittings – for 57Fe
these are observed in Mössbauer only. As expected, the valence states of Fe atoms
(obtained by Atoms in Molecules method [55]) were essentially Fe3+, which was
also confirmed by the measured isomer shifts.

For SrW hexaferrite with seven Fe sublattices, the interpretation of the 57Fe
NMR experiment is already incomplete and only four of the seven lines in the 57Fe
NMR spectrum can be directly assigned to sites upon their resemblance with SrM
57Fe NMR spectrum, integral intensities, and response to external magnetic field
[56]. The Mössbauer spectra and DFT calculations helped to resolve the issue:
the connection of three sites in the S-block part of the structure, 6𝑔VI, 4𝑓IV, 4𝑒IV,
with three unassigned lines in the NMR spectrum became possible by comparison
with hyperfine fields from NMR and also by comparing EFGs from Mössbauer
spectra with those calculated by DFT.

Similar obstacles with interpretation were encountered for SrX structure with
its eleven Fe sublattices. While again some of the lines could be assigned – by
literally matching these with analogous sites and spectral lines of SrM and SrW
hexaferrites – remaining three lines were once more assigned using the calculated
hyperfine fields.

All Fe atoms in SrM are in high-spin ferric state Fe3+, but both SrW and
SrX contain also some ferrous atoms Fe2+, formally being SrFe2+

2 Fe16O27 and
Sr2Fe2+

2 Fe28O46, respectively. The question of localization of Fe2+ in one or more
crystallographic positions was thus mainly addressed in the Ref. [VC3]. From
the analysis of NMR line intensities, isomer shift in the Mössbauer spectra, and
calculated valence in the DFT we concluded that the minority electron tends
to be localized in 6𝑔VI and 4𝑓VI of the SrW structure, and in 9𝑒VI and 6𝑐VI of
the SrX structure. All these sites are located in between the two neighboring S
blocks. Such behavior can be understood given the fact that the S block possesses
spinel-like structure, 2Fe3O4, and is thus more inclined to incorporate the extra
valence electron, compared to R block, SrFe6O11.

Related issue of valence charge compensation was the subject of another hexa-
ferrite study [VC4], concerning substituted SrM. There are only ferric Fe present
in the SrM, however, when the divalent strontium is replaced by a trivalent cation,
the charged substitution is compensated by change of valence of some of the Fe
atoms. It has been shown [57–59] that in lanthanum M-type hexaferrite (LaM),
where La is formally trivalent, at low temperatures the compensation occurs via
localization of minority electron at octahedral 2a sites, forming Fe2+(2𝑎). Such
process is accompanied by a notable increase of magnetocrystalline anisotropy,
compared to LaM at room temperature or to anisotropy of SrM (Fig. 3.3 left).

The charge localization in LaM (and also in Nd- and Pr-substituted cases) and
its influence on magnetocrystalline anisotropy were studied by combining DFT
calculations and 57Fe NMR spectroscopy [VC4]. This time the DFT calculations
were not employed to mainly provide help with interpretation of NMR spectra,
but we utilized the second ”branch” of the relationship between the experiment
and calculations: the experiments justified the correctness of our DFT model in
describing the localized state. The credibility of the ground state obtained by
DFT was important because of employing DFT+U approach [60, 61] and because
of dealing with calculation of magnetocrystalline anisotropy energy; both issues
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Figure 3.2: Integral intensities of parts of 57Fe NMR spectra in pure and doped
SrM and LaM. The dependence of intensities on the concentration of trivalent
large cation supported the conclusion that Fe2+ localized in octahedral 2𝑎 sites.
Adopted from Ref. [VC4].

are described below in a bit more detail.
When calculating magnetic ferrites, the proper description of Fe 3𝑑 states

is essential and one of the successful, albeit simple approaches is the DFT+U
method [60]. The idea is to treat the strong on-site Coulomb interaction of lo-
calized 3𝑑 states, which are not correctly described by the generalized gradient
approximation (GGA), with an additional Hubbard-like potential – its strength
being parametrized by on-site Coulomb interaction 𝑈 and site exchange 𝐽 . For
instance, without application of a reasonable 𝑈 the calculated ground state of
some hexaferrites is incorrectly metallic [62], and thus the application of such
potential, usually in a form [61] of 𝑈eff = 𝑈 −𝐽 and strength of several eV (4.5 eV
in our calculations), is a routine procedure to remedy the shortcoming of GGA
exchange-correlation potential.

On the other hand, application of the DFT+U approach may produce addi-
tional local energy minima for the SCF process [63–65] and in case of complex
structures there is a danger that the calculation converges into a stable state
which is not the real ground state. When more than one such stable self-consistent
solution is obtained in DFT+U, the proper one has to be chosen – usually ac-
cording to the lowest total energy, or the justification can also be provided by
comparison with suitable experiments; both apply to our case.

In La-, Nd-, and Pr-doped Sr hexaferrites at low temperatures the intensity
of 57Fe NMR line corresponding to octahedral 2𝑎 sites diminishes proportionally
to the concentration of the trivalent cation (see Fig. 3.2). The presence of La3+

(as well as Nd3+ or Pr3+) induces Fe2+ in the 2𝑎 sites, which is accompanied by a
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Figure 3.3: The experimentally observed temperature dependence of anisotropic
fields [58] (left panel) was modeled and satisfactorily explained by the calculated
magnetocrystalline energy. In LaM at low temperatures the Fe2+ localizes in 2𝑎
sites, as documented by differences in charge density in a 3D plot (right panel,
b) and strongly contributes to the anisotropy; with increasing temperature the
minority charge delocalizes, mainly within 12k and 2a sites and leads to reduced
anisotropy. On the other hand, there is no such process present in SrM as docu-
mented by the constant temperature dependence of its anisotropy. Adopted from
Refs. [58] and [VC4].

significant reduction of the hyperfine field at 57Fe nuclei. The NMR line intensity
is thus effectively reduced by the amount of Fe2+ and can be utilized to monitor
Fe2+ concentrations. The linear decrease of Fe(2𝑎) NMR intensity indicates that
the distribution of Fe2+ in the 2𝑎 sublattice is rather static at low temperatures
without significant fast electron hopping. Therefore, within the 2𝑎 sublattice there
are well defined ferric and ferrous ions and their arrangement at low temperatures
does not change significantly.

Such a scenario observed in 57Fe NMR experiment was searched for by the
DFT+U calculations. Our aim was to obtain the “localized” solution, i.e., Fe2+

in 2𝑎, as well as the “delocalized” solution – with different (and at the time
unknown) way of compensating the extra valence charge – and to use these
electronic structures to evaluate magnetocrystalline anisotropy and compare it
with experiment (see Fig. 3.3 left).

In order to calculate the magnetocrystalline anisotropy energy 𝐸MA, it is
useful to utilize so called force theorem approach [66] and evaluate 𝐸MA as the
difference between the total energies of calculations with different directions of
magnetization. In the M-type hexaferrites with uniaxial character of anisotropy,
such suitable directions are the hexagonal axis (001), which is the easy axis of
magnetization, and any direction in the hexagonal plane, e.g., (100). For these
hexaferrites the anisotropy is dominated by single-ion contributions of Fe atoms
due to spin-orbit interaction and yields anisotropy constant 𝐾1 = 0.36 and 0.09
MJ.m−3 for localized and delocalized LaM, respectively, and 0.18 MJ.m−3 for SrM.
Although these values are about half of the experimental values [67], they are in
excellent agreement with the temperature behavior of anisotropy field of LaM and
SrM in experiments [58].
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Figure 3.4: Frequency shift of the 2𝑏 line resonance in dependence on the concen-
tration of trivalent large cation. Adopted from Ref. [VC4].

Moreover, the spin-orbit interaction can be arbitrarily enabled or disabled for
any atomic species in the structure, which allows to evaluate the contributions of
individual Fe sublattices to 𝐸MA. We thus confirmed that the bipyramidal Fe3+(2𝑏)
causes large anisotropy, nevertheless, its single-ion contribution is constant in both
LaM solutions, as well as in SrM. Whereas the key role for the increase of 𝐸MA
at low temperatures is played by Fe2+(2𝑎) and to some extent by Fe3+(12𝑘), see
Fig. 3.3 right. When the localization into octahedral 2a sites in LaM takes place,
the contribution of Fe2+(2𝑎) is responsible for about 70 % of the total 𝐸MA. On
the other hand, at higher temperatures, the delocalized scenario is realized and
the minority electron is smeared over multiple Fe sites, partly again 2𝑎, but mostly
12𝑘, negative contribution of which effectively reduces the total magnetocrystalline
anisotropy.

The selection of large cation affects strongly not only the magnetic and other
physical properties of hexagonal ferrites, but manifests also through relatively
subtle effects in the 57Fe NMR spectrum. One could expect that the nearest Fe
neighbor to the large cation site, the bipyramidal Fe(2𝑏) site, should be the most
affected site by the substitution of large cation. This is manifested by the hyperfine
field of Fe(2𝑏) visibly increasing with increasing concentration of large cation
that substitutes Sr, as observed from frequency shift in NMR spectra (Fig. 3.4).
But surprisingly, the changes are not due to extra valence charge brought by
substitution of La3+ for Sr2+, but rather due to changes of geometry, to which
the hyperfine field of bipyramidal site is particularly sensitive. The perturbation
of local structure can be most probably caused by the different atomic size of the
large cations: the calculated atomic volume of La3+ is about 13 % larger than
that of Sr2+.
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The effect of large cation size on neighboring Fe can be well observed in the
57Fe NMR spectra of Ba and Sr M-type hexaferrites, where the hyperfine field of
Fe(2𝑏) differs by about 0.9 T. The remaining four Fe sublattices have essentially
the same positions in 57Fe NMR spectra, hence their hyperfine fields are almost
unchanged by the type of large cation. The explanation of this difference in BaM
and SrM, and its connection to local and lattice geometry, unexpectedly followed
from our analysis of lattice deformations on calculated hyperfine magnetic fields
[VC5]. Due to larger ionic size of barium, the neighboring bipyramidal site is more
expanded compared to SrM, which leads to weaker effect of Fe-O covalency and
lower hyperfine field.

Originally, the analysis [VC5] of how the lattice deformations influence the
hyperfine fields was motivated by non-uniform shifts found out in 57Fe NMR
spectra of SrM oriented thin films [68]. In principle, for samples with reduced
dimensions such as nanoparticles or thin films, the values local fields at 57Fe nuclei
may differ from those in a bulk single crystal due to presence of demagnetizing
field. As a consequence, the spectral lines should be uniformly shifted: those with
magnetization parallel to the total magnetization to higher frequencies and vice
versa. Our analysis brought a deeper insight into the connection of lattice defor-
mations and observed hyperfine fields and by studying dependences of calculated
hyperfine fields on changes of volume and c/a ratio of the lattice parameters, we
rejected the conjecture that the observed shifts can be simply explained by lattice
mismatch with the substrate. Some other structural defect in the SrM thin film
has to be affecting the hyperfine field of each iron site differently.

Atomic arrangement in planar multiferroic hexaferrites

The NMR spectroscopy and DFT calculations were employed to study the local
structures of other hexagonal ferrites – in the family of Y-type, planar hexaferrites.
Mixed Ba/Sr Zn2Y-type was one of the first hexaferrites where magnetoelectric
properties were discovered, notably with transition temperatures above the room
temperature [44].

The structure of Y-hexaferrite consists of T-S block stacking and besides
four octahedral sites the structure contains two tetrahedral sites: one in the T
block and the other in the S block. Since Zn atoms strongly prefer tetrahedral
environment, the octahedral sites are fully occupied by Fe, while the tetrahedrons
contain both Fe and Zn. The Zn/Fe distribution between blocks can be described
by parameter 𝛾: the S block contains Zn𝛾 and the T block contains Zn1−𝛾. The
distribution of zinc atoms is a one of the key parameters for the ferroelectricity and
many other properties [44, 69, 70], with 𝛾 = 0.5 expected to be the most suitable
for magnetoelectricity. Therefore, our aim was to study experimentally the Zn
distribution in Ba- and Sr-Zn2Y hexaferrites by means of 57Fe and 67Zn NMR.
The role of DFT calculations was mainly to interpret the measured NMR spectra.
The viability of such approach was shown in Ref. [VC6], where already a rough
DFT model allowed us to assign the two components in 67Zn NMR spectrum to
the two respective Zn sites in the T and S block of the Y hexaferrite structure. In
the 67Zn spectra, simulated from calculated electric field gradients and hyperfine
magnetic fields, the line originating from Zn in S block and T block could be
clearly distinguished.

Further improving on the DFT model in Ref. [VC7] provided finer resolution of
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Figure 3.5: The 67Zn NMR spectra simulated for various values of parameter 𝛾 (left)
allowed determining the Zn distribution in the experimental NMR spectra (top
right). Bottom right: the application of external magnetic field and calculations
of hyperfine magnetic fields lead to assignment of 57Fe NMR spectra in barium
Zn2Y-ferrite and to evaluation of parameter 𝛾. Adopted from Refs. [VC6–VC8].

the parameter 𝛾 (Fig. 3.5 left) and its more reliable determination. Interestingly,
the hyperfine field for Zn in the S-block was relatively unaffected by value of 𝛾
and the frequency of the corresponding 67Zn resonance line kept constant, while
the T-block Zn resonance shifted significantly when 𝛾 was changed. The shape of
the simulated spectrum thus related to the distribution of Zn in the structure and
could be used to determine the value of 𝛾 ∼ 0.65 for the experimental spectrum –
by a simple comparison. The heat treatment lead to only a minuscule differences
in the measured spectra (Fig. 3.5 top right).

In contrast to zinc, the 57Fe spectra are much more complex, containing signals
from six different Fe sublattices, some of which are further split due to Zn/Fe
disorder within both tetrahedral sites. Reasonable interpretation of 57Fe NMR
spectrum was reached in pure Ba-Zn2Y hexaferrite [VC8], where complications
from the Ba/Sr disorder were avoided. Application of external magnetic field
in the NMR experiments allowed to separate the Fe crystal sites according to
the orientation of their magnetic moments: for atoms with moments parallel to
the total magnetization their nuclear resonance shifts to lower frequencies and
vice versa. Together with calculation of hyperfine fields on 57Fe nuclei we were
eventually able to assign the experimental 57Fe NMR spectrum (Fig. 3.5 bottom
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Figure 3.6: Left: graphically represented anisotropy of calculated hyperfine mag-
netic fields of octahedral Fe sites in the magnetite 𝐶𝑐 unit cell. Green lines denote
the trimeron structures, where central Fe2+-like atoms display increased anisotropy,
compared to relatively isotropic Fe3+-like atoms situated at the end of trimerons.
Right: assignment of the 57Fe NMR spectral lines to octahedral Fe sites. Intensity
of the squares corresponds to mean square deviation between the DFT and NMR
results. Adopted from Ref. [VC9].

right), which allowed to determine the 𝛾 ∼ 0.62 from 57Fe, in a good agreement
with the value from 67Zn NMR results. Our approach thus also demonstrated that
NMR is suitable tool to study the atomic arrangement, even in such relatively
disordered systems.

3.2 Magnetite and other ferrites
The concept of combining experimental local probe (such as NMR) with electronic
structure calculations has been successfully applied – besides the hexaferrites –
also to various other magnetic iron oxides. In this section the papers concerning
structure of magnetite are presented, followed by presentation of two works where
electric quadrupole interaction played a significant role in the analysis of NMR
spectra of ferrites for isotopes other than 57Fe.

Low temperature phase of magnetite

One of the most intricate iron oxide structures is that of magnetite which occurs
below the Verwey phase transition 𝑇𝑉 ∼ 120 K [71]. The complications with
studying such structure are due to large size of the monoclinic unit cell with 8
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unique tetrahedral and 16 octahedral Fe positions, while in addition the structure
differs only very slightly from the high temperature cubic structure – by monoclinic
angle ∼ 90.24 degrees and orthorhombic deformation of about 0.3 % [72]. But
more importantly, the peculiarity of magnetite at low temperature arises from the
rich possibilities of charge and orbital order, allowed by the fact that magnetite is
a mixed valence compound: in the cubic phase the octahedral Fe are all equivalent,
whereas in the low temperature phase a delicate and unique charge and orbital
structure of octahedral Fe is established. Consequently, the charge and orbital
ordering, the value of 𝑇𝑉 and the presence of the Verwey transition (or lack of it)
is very sensitive to exact stoichiometry [73] and the number of defects [74], even
the history of the particular magnetite sample can be important [75, 76].

Current understanding is that below 𝑇𝑉 the octahedral Fe atoms form a net-
work of linear objects, nicknamed “trimerons”, each consisting of three neighboring
Fe atoms. In a trimeron the central Fe donates part of its minority-spin electron
density to the remaining two atoms, which in turn are slightly shifted toward the
center [77].

From the point of view of NMR, the situation with magnetite is quite ironic:
57Fe NMR is the only spectroscopy that can resolve all the 24 nonequivalent Fe
sites, and thus during the history of magnetite research the method significantly
contributed to determination of the 𝐶𝑐 structure [78], yet the full assignment of the
individual spectral lines is not available to this day. In Ref. [VC9] we attempted
to tackle this problem by utilizing both presented approaches [VC1, VC2] for
comparison of hyperfine fields obtained by NMR and DFT, i.e., DFT calculations
were employed to obtain the hyperfine fields including their anisotropic parts
for all Fe sites (see Fig. 3.6 left panel). These results were then compared with
available NMR experiments, which were the sophisticated measurements of 57Fe
NMR dependences on direction of external magnetic field by Moriji Mizoguchi [79].
In order to allow the comparison, the direction of the magnetization was calculated
(using the magnetic anisotropy of magnetite [80]) for a given direction of applied
external magnetic field in the experiment. Then the anisotropy tensors for all 16
octahedral Fe sites were obtained by fitting the experimental dependences.

The DFT calculations were designed to mimic the experiment and analogous
set of anisotropy tensor was derived from the calculated hyperfine fields. By
minimizing the mean square deviation of the calculated and experimental fields
(or NMR frequencies) we were able to correlate the NMR and DFT data. Al-
though making most of the method (using both the zero-field frequencies and the
anisotropic contributions responsible for the angular dependences), our approach
yielded only a partial assignment: the 16 octahedral Fe sites in the unit cell can
be sorted into three groups 8:5:3, however, inside these groups, as well as inside
the group of 8 tetrahedral sites, the lines cannot be identified any further (Fig. 3.6
right panel). The values of spectroscopic parameters within each of the groups are
unfortunately too similar to allow for further refinement. These results supported
the idea of trimeron structure against other proposed arrangements, e.g., [72, 81].
We proved that character of the 57Fe NMR spectrum, particularly the segregation
into 8:5:3, and the trimeron structure are mutually compatible, and it is a topic
for future studies, whether this relationship is exclusive.

Another approach of tackling the low temperature phase was undertaken in
Ref. [VC10], this time, however, for the Mössbauer spectroscopy, which is a frequent
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experimental method for studying magnetite and other iron oxides. Although this
method lacks the high resolution in hyperfine magnetic fields compared to NMR,
for 57Fe isotope Mössbauer makes up for it by availability of two extra spectroscopic
quantities: the quadrupole interaction and the isomer shift. As already mentioned,
the quadrupole interaction is not present in NMR for 57Fe isotope with spin 1/2,
but appears in Mössbauer spectroscopy due to spin value of the excited nuclear
state of 57Fe being 3/2. Similarly, the isomer shift is observable thanks to the
difference in nuclear radii of excited and ground state of the 57Fe nucleus.

Unlike 57Fe NMR, where generally each non-equivalent Fe site contributes by a
single line, in Mössbauer spectroscopy the higher number of possible nuclear tran-
sitions between excited and ground state of 57Fe induces up to eight, but typically
six spectral lines per Fe site in magnetic materials. Detailed and reliable analysis
of Mössbauer spectra with higher number of non-equivalent sites then becomes
a difficult procedure of resolving numerous overlapping sextets. To describe the
experiment, one then has to adopt a strategy of decomposing to lower number of
sextets, usually using some phenomenological assumptions.

Since the overall analysis is limited by such assumptions, which makes a compar-
ison of different Mössbauer studies complicated, we aimed to propose a universal
decomposition to four sextets [VC10]. Utilizing our experience with such grouping
for the lines in 57Fe NMR spectrum, we suggested decomposing the Mössbauer
spectrum of low-temperature magnetite phase into one sextet for tetrahedral Fe
and three sextets (with intensities 8:5:3) for the octahedral Fe. To demonstrate
that such approximation is adequate, the complete set of parameters for the four
sextets was calculated by DFT, i.e., the hyperfine magnetic field, the electric field
gradient, and the isomer shift. Then, the Mössbauer spectrum of high-quality
single crystal of magnetite was acquired and the approximation by four sextets
applied to fit the measured spectrum – successfully, as no feature of the experi-
mental Mössbauer spectrum was left unexplained by the model. We thus proposed
a simple tool for analysis of Mössbauer experiments not only in physics, but also
in other fields such as chemistry or geology, where often the goal is to determine
the changes of magnetite amount in a measured sample or even only check for its
presence.

High temperature phase of magnetite

The low temperature phase is both interesting and challenging for its complex
crystallographic and domain structure, orbital and charge ordering, and many
related physical properties or phenomena, such as the nature of the Verwey transi-
tion itself, axis switching induced by external magnetic field [82, 83], or anisotropy
[80]. In contrast to these features, the high temperature cubic phase appears
to be rather dull. However, recent experiments [84–86] reveal high temperature
magnetite phase as a rather dynamic state, especially in the vicinity of the Ver-
wey transition where some form of short-range order resembles ordering of the
low-temperature phase.

Besides, there is another interesting magnetic property of magnetite: the behav-
ior of its magnetocrystalline anisotropy and especially the reorientation transition
at temperature 𝑇SR ∼ 130 K, which has long time been disputed to be connected
with the Verwey transition [87–89]. The reorientation transition is well visible in
the 57Fe NMR experiments: for direction of magnetization along ⟨100⟩ direction
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Figure 3.7: Spin reorientation temperature 𝑇SR and Verwey transition temperature
𝑇V in dependence on the average valency 𝜈𝐵 of octahedral Fe atoms. Adopted
from Ref. [VC11].

(below 𝑇SR) all 57Fe nuclei in octahedral Fe sites resonate in a single spectral
line, while above 𝑇SR with magnetization direction ⟨111⟩ the line splits 1:3 due to
anisotropy of hyperfine interaction.

Studying the influence of Ti, Zn, Al, and Ga doping or low amount of vacancies
small on the Verwey transition and the spin reorientation transition [VC11] by
means of 57Fe NMR and ac susceptibility measurements, we found a correlation
between their temperatures, 𝑇SR and 𝑇V (Fig. 3.7). The study was accompanied
by calculations of electronic structure to evaluate the valence states in pure and
substituted magnetites. Using the calculated valence we showed that the charge
density due to defect/substitution spreads over a large distance, and thus the
magnetocrystalline anisotropy is not induced by localized anisotropic ions. As a
consequence, 𝑇SR is only slightly modified by the charged defects.

Additionally, the anisotropy constants in pure cubic magnetite were calculated
and confronted with experiments [80] and thermodynamic models [88], which
allowed us to propose the following explanation of the anomalous temperature
dependence of the magnetocrystalline anisotropy in the cubic phase of magnetite.
At temperatures above 𝑇V magnetite displays small magnetocrystalline anisotropy
with 𝐾1 anisotropy constant negative. Excited state is degenerate, with large
anisotropy and positive 𝐾1. The gap between this excited state and the ground-
state is sensitive to temperature: it is wide at high temperatures but closes with
decreasing temperature and eventually, at 𝑇SR, leads to change of sign of 𝐾1
constant, and further at 𝑇V the degeneracy of the excited state is lifted entirely
and its contribution to 𝐾1 disappears.

Magnetic systems with electric quadrupole interaction

As was shown for the 57Fe isotope, the structural information stemming from the
quadrupole interaction can be extracted by the Mössbauer spectroscopy but not
by NMR (spin 1/2 in the ground state of 57Fe), nevertheless, this is not the case for
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Figure 3.8: Comparison of experimental 175Lu NMR spectrum and the one simu-
lated from ab initio calculated EFG and hyperfine fields in lutetium iron garnet.
Left panel: contributions from lutetium atoms neighboring to antisite Lu(a) defect,
or being next-nearest neighbors, as well as more distant Lu atoms are denoted
with indices nn, nnn, and 0. Right panel: contribution directly from 175Lu forming
the Lu(a) defect. Adopted from Ref. [VC12].

many other isotopes with higher spins, which are available to NMR spectroscopy.
Then, in presence of electric quadrupole interaction, the calculation of electric field
gradients is the key part to understand, assign, or even predict the experimental
NMR spectra, as will be shown in the remaining presented papers.

In lutetium iron garnet (LuIG) the NMR spectrum consists, besides the 57Fe
isotope resonance, also from intensive and exceptionally broad lines of 175Lu isotope
(spin 7/2). The combination of strong electric quadrupole interaction and non-zero
transferred hyperfine magnetic field on 175Lu yields a general case where none
of the 175Lu nuclear transitions can be considered as “forbidden” and thus up
to 28 lines for each of the two (magnetically) non-equivalent Lu sites can be
expected. The measured NMR spectrum reflects such scenario and contains a pile
of overlapping resonance lines in a broad range of about 20–300 MHz. Additionally,
there is another, weaker resonance detectable at higher frequencies, about 300–
550 MHz. The lower frequency spectrum must clearly originate from the 175Lu in
the dodecahedral sites, nominal for lutetium atoms. This was confirmed by the
calculations of LuIG electronic structure [VC12], where simulated 175Lu NMR
spectrum from the calculated parameters matched well with the experiment at
low frequencies (Fig. 3.8 left panel).

Different situation, however, occurs for the weaker resonance at higher fre-
quencies where two equivalent explanations can be proposed. First, lutetium has
another, less abundant stable isotope 176Lu with spin 7 and slightly higher nuclear
moments 𝜇 and 𝑄 compared to 175Lu, and so the resonance at higher frequencies
could correspond to 176Lu in dodecahedral sites. Or second, the garnet contains
small amount of anti-site defect, consisting of a Lu atom entering an octahedral
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site which nominally belongs to Fe, and thus the resonance of 175Lu in such octahe-
dral sites could alternatively give rise to the spectrum at higher frequencies. Both
scenarios would produce quite similar intensity of the higher frequency spectrum,
about 50 times lower than the intensity of the main 175Lu NMR spectrum at low
frequencies, because the abundance of 176Lu is 2.6 % and the concentration of
anti-site defect is ∼ 1 %, as can be determined from 57Fe spectra.

The issue was resolved by calculating the hyperfine parameters for both scenar-
ios [VC12], i.e., the hyperfine fields as well as electric field gradients at lutetium
nuclei were to be obtained. Unlike in case 57Fe where a correction to calculated
magnetic fields is required, for lutetium the situation is more favorable and no
correction needs to be developed. This is because lutetium atom in the garnet
does not possess any appreciable magnetic moment, therefore, the problematic
core contribution to the contact hyperfine magnetic field is not encountered at
all. The contact field on Lu nucleus is produced predominately due to transferred
field from neighboring Fe atoms, via oxygen ligands and valence Lu 6s electrons.
In such cases, the calculated fields do not suffer from systematic underestimation
[20, 22]. Likewise, the calculated electric field gradients are usually in a good
agreement with the experiments [90, 91].

Hyperfine parameters calculated for the 175Lu occupying octahedral sites yield-
ed NMR spectrum well corresponding to the experimentally observed weaker
resonance at higher frequencies (Fig. 3.8 right panel). Our calculations thus ex-
plained the observed frequency shift for the octahedral (anti-site) Lu resonance,
which is caused by a considerable transferred magnetic field ∼ 21.7 T, about 4
times larger than the values 5.9 and 3.9 T for dodecahedral Lu (the nominal Lu
sites). Presence of such increased transferred field is understandable, as the anti-
site Lu, being located within the magnetic Fe sublattice, is exposed to stronger
exchange interactions in comparison to the dodecahedral sites. The alternative
scenario with 176Lu in dodecahedral sites yielded resonance lines in a similar range
as dodecahedral 175Lu, i.e., in a broad range of frequencies below 150 MHz, and
thus 176Lu resonance is most probably overlapped by much more intensive 175Lu
spectrum. Therefore this alternative could be rejected.

Another example concerning the electric quadrupole interaction and deter-
mination of EFG parameters was NMR, Mössbauer, and DFT study of ilmenite
FeTiO3 [VC13]. The local structure of titanium was investigated at various tem-
peratures by 47,49Ti NMR in magnetic field 9.4 T and analogously for 57Fe by
Mössbauer spectroscopy in zero field. Both experimental methods were then com-
pared via the spectroscopic parameters to the results of calculations of electronic
structure. The ilmenite structure is relatively simple, since nominally the Fe and
Ti cations occupy one octahedral site each, however, the NMR spectroscopy of
titanium brings issues on its own. The two stable titanium isotopes, 47Ti and
49Ti, have unusually close values of gyromagnetic ratios, and both also possess
considerable electric quadrupole moments, which leads to an unavoidable overlap
of the their NMR spectra.

Ilmenite is paramagnetic at room temperature and its titanium NMR spectrum
is relatively well resolved, allowing to extract the EFG parameters directly by
fitting the whole powder-pattern of the quadrupole spectrum including satellite
transitions. EFG parameters, 𝑉𝑧𝑧 = 2.58(4)×1021 Vm−2, 𝜂 = 0.029(3), obtained in
such way are much more trustworthy, compared to more usual procedure when only
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Figure 3.9: 47Ti and 49Ti NMR spectrum of FeTiO3 at 300 K, fitted and decom-
posed to contributions of titanium isotopes. Adopted from Ref. [VC13].

the central transition is measured and analyzed [92] and yields 𝑉𝑧𝑧 = 2.1(2) ×
1021 Vm−2, and higher value of 𝜂 = 0.35(10). For 57Fe the parameter 𝑉𝑧𝑧 =
8.6(2) × 1021 Vm−2 was acquired by the Mössbauer experiment at 5 K. Our
DFT calculations of electronic structure provided EFG values in a relatively
good agreement with both spectroscopic methods, 𝑉𝑧𝑧 = 2.24(10) for Ti and
𝑉𝑧𝑧 = 6.95(10) × 1021 Vm−2 for Fe. The parameter 𝜂 was zero due to symmetry
constraints – presence of 3-fold symmetry axis of Fe and Ti sites.

In further analysis we broke the local symmetry of Ti sites in order to study
a possible deviation from the trigonal symmetry and to estimate its influence
on EFG parameters. Optimizing the structure with lowered symmetry yielded
𝜂 ∼ 0.17(5) in the calculations, which corresponds to the small non-zero value of
asymmetry 𝜂 being indeed found in the 47,49Ti NMR experiments. However, such
slight deviation of 𝜂 from zero could also be interpreted as an effect of distribution
of EFG around some mean value, e.g., due to defects or other perturbations of
the structure.

3.3 Non-magnetic systems
In contrast to magnetically ordered materials where large values of hyperfine mag-
netic field can give rise to measurable NMR even without application of external
magnetic field, in a non-magnetic system the contributions to hyperfine magnetic
field for electrons with opposing spins effectively cancel out. As a consequence, the
time-averaged mean value is zero and the main part of the magnetic field is usually
supplied by a well-defined homogeneous external field. The spectroscopic informa-
tion – analogous to hyperfine fields – is then contained in the chemical or Knight
shifts. The approach of comparing NMR experiments with DFT calculations can
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Figure 3.10: Equilibrium phase diagram of gallium, depicting the triple point as
well as several metastable equilibrium phase boundaries, taken from [93]. Example
of 71Ga NMR spectra of gallium at room temperature for several different pressures,
taken from [VC14].

thus be used in the same way, since both shifts can be reasonably calculated,
and of course the electric quadrupole interaction is again considered if present
in the studied system. In the following text we present four such works where
the NMR-DFT comparison was successfully applied in studying non-magnetic
solid-state systems.

Local structure of metals

Unlike most of other pure elements, which tend to crystallize as high-symmetry
structures under ambient conditions, elemental gallium forms a rather complex
structure with orthorhombic unit cell. Gallium displays a rich polymorphism [93–
95] and besides the Ga-I phase (orthorhombic, also denoted as 𝛼-Ga) or Ga-II
(bcc) the phase diagram contains a plethora of stable and metastable crystal
phases (Fig. 3.10). Moreover, the liquid phase as well as several solid phases may
be significantly supercooled [96], and thus the structure of gallium at a given
temperature and pressure depends also on how this state was reached. The NMR
spectroscopy has been successfully applied for studying the liquid [97, 98] as well as
some of the most common solid phases of gallium [99–101]. The phases emerging
above the liquid–Ga-I–Ga-II triple point that require higher pressure have rarely
been measured by NMR [102] though, and thus we studied the structure of gallium
metal under pressure up to 2.2 GPa by means of 71Ga NMR in combination with
DFT calculations [VC14].

At room temperature and ambient pressure the gallium was liquid at room
temperature, but under applied pressure of ∼ 2 GPa transformed into a crystal
phase as manifested by quadrupole splitting in the 71Ga NMR spectrum (Fig. 3.10).
The isotope 71Ga has nuclear spin 3/2 and so the electric quadrupole splitting

31



Figure 3.11: 139La NMR spectra of LaCuAl3 (left) and LaAuAl3 (right) with their
simulations using distribution of 𝑉𝑧𝑧 parameter. Adopted from Ref. [VC15].

can be expected if the local symmetry of gallium site differs from cubic. Indeed,
the experimentally observed spectrum was quadrupolarly split and corresponded
to a single crystal site with axial symmetry (𝜂 = 0) and 𝑉𝑧𝑧 ∼ 1.58 × 1021 Vm−2.

For room temperature and pressure 2.2 GPa, several crystal structures of gal-
lium can be expected: cubic Ga-II, tetragonal Ga-III, and monoclinic 𝛽-Ga phase.
However, for each of these three structures all Ga atoms in the unit cell are equiv-
alent, hence any of these three phases could give rise to the observed spectrum.
Therefore, in order to attribute the 71Ga NMR spectrum to one particular struc-
ture, we confronted the experimental EFG parameters with those obtained from
calculations of electronic structure.

Since the electric field gradients are readily available in the WIEN2k calcula-
tions in each SCF iteration, the only missing aspect in the DFT model was the
applied pressure. Pressure dependences were obtained by changing the unit cell
volume, while maintaining equilibrium, i.e., the remaining structural degrees of
freedom (ratios of lattice parameter and internal atomic positions) were properly
optimized. The value of pressure corresponding to a given volume was then ex-
tracted from fit to Birch-Murnaghan equation of state [103]. This process allowed
direct comparison of the calculated EFG parameters with those derived from
the experiment at 2.15 GPa. Our calculations yielded 𝑉𝑧𝑧 = 1.64 × 1021 Vm−2

and 𝑉𝑧𝑧 = −0.96 × 1021 Vm−2 for Ga-III and Ga-II (both with 𝜂 = 0), and
𝑉𝑧𝑧 = 2.67 × 1021 Vm−2, 𝜂 = 0.37 for 𝛽-Ga phase. The obvious assignment of the
phase observed in experiment to Ga-III was further supported by calculation of
Knight shift 𝐾 = 0.45 %, which also matched well with the value in experiment
𝐾 = 0.47 %, whereas the calculated 𝐾 for Ga-II and 𝛽-Ga phase was 𝐾 = 0.42 %
and 𝐾 = 0.49 %, respectively. Such agreement of NMR parameters lead us to
interpret unambiguously the experimental 71Ga NMR spectrum as the tetragonal
Ga-III phase.

Another non-magnetic metallic system where investigation of the crystal struc-
ture was addressed by NMR spectroscopy and DFT calculations was LaCuAl3
[VC15]. Our aim was to show whether the local environment of lanthanum in
LaCuAl3 is uniform or rather there are more non-equivalent La sites due to Cu/Al
disorder, as this information was essential for understanding the structure of the
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compound’s phonon-analogue CeCuAl3. Inelastic neutron scattering experiments
[104] revealed that the neutron energy spectra of the cerium compound contain an
extra peak in addition to the two peaks expected from crystal electric field theory.
In order to interpret such results the magnetoelastic interaction between the crys-
tal electric field excitations and the lattice vibrations (so called ”vibron”) had to
be incorporated. On the other hand, alternative explanation could consist simply
in presence of multiple non-equivalent Ce sites with different crystal field param-
eters. NMR spectroscopy was chosen as a suitable method to resolve whether
such scenario is possible. Because cerium lacks suitable NMR isotope, only an
indirect investigation via NMR of Al and Cu nuclei would be possible. Therefore
the study was performed with phonon-analogue compound containing La instead
of Ce. This brings additional benefit, as the La compounds are nonmagnetic and
thus not affected (broadened) by hyperfine magnetic fields.

A comparative approach was undertaken with LaCuAl3, as a compound pre-
sumably having more than one La site, and LaAuAl3, as a compound known to
be well ordered, i.e., having a single type of La surroundings. The NMR spectra
of 139La, 27Al, and 65Cu were recorded for LaCuAl3 in 9.4 T at room temperature,
and all displayed well visible features of electric quadrupole interaction. When
confronted with results on the ordered LaAuAl3 system, the 139La spectra of
LaCuAl3 were significantly more broadened in comparison with those of LaAuAl3
(see Fig. 3.11).

In order to determine the source of such broadening, DFT models of LaCuAl3
and LaAuAl3 with various cationic configurations and stoichiometries were cal-
culated and for each such model the EFG parameters were evaluated. The 139La
spectrum in LaAuAl3 could be interpreted by a single spectral component and
corresponded well to the (ordered) 𝐼4𝑚𝑚 structure, and at the same time, the
EFG parameters calculated for other possible Au/Al arrangements were signif-
icantly different and could not contribute to the spectrum. Whereas in case of
LaCuAl3 the 139La spectra displayed a wide distribution of spectral parameters,
which could not be explained by a single La environment – at least one additional
structure with different Cu/Al arrangement was needed to interpret the observed
spectra. Similar observations were made for 27Al NMR spectra, and in case of
LaCuAl3 also for 65Cu NMR spectrum. Therefore, we concluded that multiple
non-equivalent La positions must be present in the crystal structure of LaCuAl3.
This finding was further elaborated and justified by analysis of calculated con-
figurational energies, where we showed that LaCuAl3 has a stronger tendency to
atomic Cu/Al mixing compared to Au/Al case in LaAuAl3.

EFG and band-inversion in topological insulator

The 209Bi NMR accompanied by DFT calculations was used to study Bi2Se3
topological insulator [VC16], which is a system where spin-orbit interaction makes
the electronic states in bulk different from those near the surface. Strong spin-orbit
coupling in the bulk Bi2Se3 induces so called ”band inversion”, i.e., the position of
Bi 𝑝𝑧 states in energy is decreased and the energy of Se 𝑝𝑧 states increased. This
leads to charge transfer from Se to Bi and such transfer is manifested as relatively
small quadrupole splitting observed in 209Bi NMR spectrum. The splitting further
decreases with increasing concentration of charge carriers.

The corresponding 209Bi EFG parameters were obtained from DFT calculations
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Figure 3.12: Calculated 𝑉𝑧𝑧 with (red) and without (blue) spin-orbit coupling in de-
pendence on the carrier concentration are compared with experimental quadrupole
splittings measured in Ref. [VC16] (black triangles), [105] (green triangles), and
[106] (orange triangles). Horizontal error bars indicate the expected variation
of the carrier concentration among the samples, vertical error bars indicate the
variation of 𝑉𝑧𝑧 due to uncertainty of 209Bi quadrupole momentum. Adopted from
Ref. [VC16].

of Bi2Se3 with extra charge added into the unit cell in order to model realistic
carrier concentrations (see Fig. 3.12). We showed that the EFG on Bi appears
due to anisotropy of its 6𝑝 states: 6𝑝𝑧 states are less occupied than the 6𝑝𝑥 and
6𝑝𝑦 states. And since the extra charge enters the 6𝑝𝑧 states predominantly, the
increase of carrier concentration reduces the EFG on 209Bi.

When the spin-orbit interaction is enabled in the calculation, band inversion
occurs, which is accompanied by additional transfer of electronic density from Se
to Bi 𝑝 states. The calculations thus allowed us to explain the abrupt decrease of
the EFG on bismuth when the strong spin-orbit interaction is present.

Investigation of cationic preference

Not only interpretation of NMR spectra but an additional insight was brought by
employing the DFT calculations of Lu3Al5−𝑥Ga𝑥O12 garnets [VC17], where the
atomic arrangement of Al and Ga was studied. The occupation of tetrahedral and
octahedral positions of the garnet lattice by Al and Ga atoms – important for
scintillating properties of the material [107] – was independently determined from
spectral intensities of 27Al and 71Ga NMR. The NMR results were then confronted
with appropriate DFT models and both methods indicated a strong preference of
Ga to occupy tetrahedral sites, regardless of Ga concentration 𝑥.

Such result appears as a paradox, since gallium has larger ionic radius than
aluminium and the tetrahedron in the garnet structure has significantly smaller
volume than the octahedron. Besides, there is no apparent difference in the elec-
tronic structure, since both Al an Ga atoms possess 𝑛𝑠2𝑛𝑝1 valence electrons that
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Figure 3.13: Top: Aluminium and gallium quadrupole constants as determined
from NMR experiments and from DFT calculations for the mixed Lu3Al5−𝑥Ga𝑥O12
garnets. Bottom: Local structure of the garnet with indicated changes upon Ga
substitution. Inflation of Ga tetrahedron further increases the trigonal distortion
of the oxygen octahedron, while the tetrahedron is rotated to accommodate the
shift of the shared oxygen. Partially adopted from Ref. [VC17].

35



favor the formation of hybridized 𝑠𝑝3 orbitals in the oxygen tetrahedron. How-
ever, from our DFT calculations we were able to show that, despite being fully
occupied, the semi-core Ga 3𝑑 electrons are slightly involved in the interactions,
and thus become the essential factor making Ga less compatible for octahedral
environment. Together with higher electronegativity of Ga, this explained the
observed tendencies of atomic distribution in the garnet structure.

Besides the atomic arrangement, the quadrupole coupling constants and chemi-
cal shift parameters for Al and Ga nuclei were calculated in a good agreement with
the NMR experiments. This allowed us to understand why for octahedral Al and
Ga the measured EFG parameters increase with increasing Ga content, while the
tetrahedral EFGs keep constant. The DFT modelling showed that the structural
relaxation after substitution of Al by larger Ga proceeds via deformation of the
octahedrons while the tetrahedrons are rotated in the process, but otherwise left
relatively intact.
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Concluding remarks
The presented thesis described – as a common theme – the connection of two
methods for studying solids: nuclear magnetic resonance experiments and density
functional theory calculations. These methods were briefly introduced in the first
chapters, and then their mutually beneficial combination was demonstrated in a set
of papers concerning magnetic, but also several non-magnetic solid-state systems.
The original pathway of this interaction – lying in calculations providing help with
the interpretation of experiments – became more and more often completed with
the support flowing in the opposite direction, as the precise experiments provided
an anchor to reality for the calculations. We tried to show both the difficulties
and the advantages of such approach and the deeper understanding it provides.

There are many directions for future developments of this combined method,
mostly consisting of improvements on the side of calculations. For example in
magnetic materials, the electronic correlations should be better addressed by
utilizing beyond-DFT methods. Nowadays, such solution has become feasible in
form of incorporating many-body methods (e.g., dynamical mean field theory)
selectively within the DFT framework. For nonmagnetic materials, potentials for
considering dispersion forces have been recently developed and implemented in
all-electron DFT methods, which allows better descriptions of systems we would
like to study, such as crystals containing water molecules with hydrogen bonds or
layered structures with inter-layer van der Waals forces.
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Contact hyperfine field at Fe nuclei from density functional calculations
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The hyperfine field is an important probe of the magnetism of solids, yet its calculation from the first
principles in the compounds of 3d metals proved to be difficult. For iron we circumvent this problem by
calculating the spin magnetic moments of the 3d electrons and the valence 4s electrons and express the contact
hyperfine field as their linear combination. After adding the contributions of the on-site interaction of the
nuclear spin with the orbital and spin moment of the 3d electrons, the coefficients of the linear combination are
calculated by comparison with the hyperfine field experimentally determined in a number of iron compounds.
The method brings the theoretical contact fields within �1 T of the values deduced from experiment.

DOI: 10.1103/PhysRevB.81.174412 PACS number�s�: 76.60.�k, 71.15.Mb

I. INTRODUCTION

The density functional theory with local spin density ap-
proximation �LSDA� or semilocal �generalized gradient ap-
proximation �GGA�� approximations for the exchange-
correlation potential proved to be immensely valuable for
understanding of the magnetic properties of solids. Yet there
exist several shortcomings of LSDA and GGA when applied
to the magnetic systems. In the present paper we concentrate
on one of them—severe underestimation of the contact hy-
perfine field Bc on the nuclei of 3d metal atoms.1,2 Compared
to Bc, the magnetic moments of these atoms are in much
better agreement with the experiment. For the 57Fe nuclei
this circumstance is used in the present paper to obtain in a
semiempirical way the correction to contact field calculated
by the GGA.

In the past there were several attempts to calculate the
contact hyperfine field on the Fe nuclei ab initio. In particu-
lar for bcc Fe Akai and Kotani3 obtained very good agree-
ment with the experiment using the optimized effective po-
tential method. This method, however, is computationally
very expensive and it was never used to calculate the hyper-
fine field in iron compounds. Novák et al.2 obtained much
improved values of Bc for bcc iron as well as for several iron
compounds using computationally inexpensive, DFT based
method proposed by Lundin and Eriksson.4 It was recog-
nized later, however, that Lundin and Eriksson functional
violates important sum rule for the exchange-correlation
hole, which is imposed by the density functional theory. This
brings several shortcomings, e.g., incorrect energy of the
core states and the functional is no longer in use.

Two papers most relevant to our present work are devoted
to the hyperfine field on the Fe nuclei in metallic systems.
Blügel et al.5 studied the hyperfine field on the 3d and 4d
impurities in nickel, while Ebert et al.6 calculated the hyper-
fine fields of Ni and Fe in the NixFe1−x alloys. Their results
are compared to ours in Sec. V.

The contact field originates from the nonzero electron
spin density in a close vicinity of the nuclei,5 and because of
it, only the s-type electrons contribute to Bc. For the purpose

of the analysis given below, we treat separately the contribu-
tion Bval of electrons in the valence ns orbitals �n�4� and
the contribution Bcore of the core s orbitals �1s, 2s, and 3s�,

Bc = Bcore + Bval. �1�

The core orbitals are fully occupied and corresponding spin
density at the nucleus is connected with the different radial
part of the wave function for spin-up and spin-down ns
states. This difference is close to zero for a nonmagnetic
atom in compounds or alloys with other magnetic atoms. For
the 3d atoms and in most other cases it increases with in-
creasing on-site electronic spin.1,5,6 As the dominant part of
the iron atomic spin is due to the unpaired 3d electrons and
the occupation of the ns orbitals with n�5 is very small, we
can assume that

Bcore = Bcore�m3d�, Bval = Bval�m3d,m4s� , �2�

where m3d , m4s are spin magnetic moments of the 3d and 4s
electrons, respectively. Bval depends on both m3d ,m4s as the
nonzero density on the nucleus arises on one hand from dif-
ference of spin-up and spin-down 4s states population and,
on the other hand, analogously as for the core states, from
the difference of radial functions of these states. In principle
the electrons in the p states polarize the ns electrons too. Our
calculations showed that their magnetic moment is by more
than two orders of magnitude smaller than m3d, however, and
the effect of the p states is not considered in what follows.
For similar reasons the polarization of core states by the 4s
electrons is also neglected.

It is often assumed that the functional dependences in Eq.
�2� are linear5,6 and the calculations presented in this paper
confirm this assumption. The contact hyperfine field can be
thus approximated as

Bc = a3dm3d + a4sm4s, �3�

where a3d ,a4s are parameters to be determined.
The hyperfine field Bhf may be written as the sum of the

isotropic �i.e., independent of the direction of the spin� and
anisotropic components
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Bhf = Biso + Baniz. �4�

The contact field is isotropic and in the compounds consid-
ered below it makes a dominating part of Biso, though there
are two other terms contributing:

Biso = Bc + Borb
iso + Bdip

iso , �5�

where Borb
iso ,Bdip

iso are isotropic parts of the magnetic dipolar
interaction of the nuclear spin with the on-site electron or-
bital and spin magnetic moments.5 Combination of Eqs. �3�
and �5� gives

Biso = a3dm3d + a4sm4s + Borb
iso + Bdip

iso . �6�

A number of experimental data on the isotropic compo-
nent Biso of the hyperfine field on the 57Fe nuclei exist and
we collect them in the next section. The ab initio calculation
of the electronic structure yields both the magnetic moments
m3d, m4s and the fields Borb

iso and Bdip
iso. Using the experimental

values of Biso the parameters a3d ,a4s may be then estimated.

II. COMPOUNDS CONSIDERED

Most of the compounds considered here possess either
cubic or axial symmetry, the local symmetry of the Fe site is
often lower, however �Table I�. To extract Biso from the ex-
perimental hyperfine field its anisotropic part Baniz �i.e., de-
pendence of the hyperfine field on the direction of the spin
magnetic moment� must be separated first. This dependence
reflects the local symmetry of the Fe site. In what follows,
we assume that the spin magnetic moment is parallel to the
magnetization. Neglecting terms of third and higher order,
the hyperfine field Bhf may be written as

Bhf = Biso + B���z
2 − 1/3� + B���x

2 − �y
2� , �7�

where �x ,�y ,�z are directional cosines of the magnetization
referred to the local coordinate system of the site in question.
If the local symmetry of the site is cubic, Bhf=Biso. If the
local symmetry is axial B�=0.

III. DETERMINATION OF Borb
iso ,Bdip

iso

The interaction of the nuclear spin with orbital moment of
the electrons localized on the same site is nonzero only if the
orbital moment is nonzero5 and this in turn requires the pres-
ence of the spin-orbit coupling. The anisotropy of Borb re-
flects the anisotropy of the orbital moment. In the com-
pounds considered the ratio of anisotropic and isotropic parts
of the Fe orbital moment is small and the same then holds for
Borb. The interaction between the nuclear and electron-spin
moments has different character. The low-symmetry crystal
field makes the electron-density nonspherical, and providing
that the atom is magnetic, the dipolar interaction gives rise to
the hyperfine field whether or not the spin-orbit coupling is
present. If crystal field is strong compared to the spin-orbit
coupling, the spatial distribution of electron density only
slightly depends on the direction of magnetization and con-
sequently the isotropic part of Bdip is small, in contrast to
Borb.

Analogously to Bhf �Eq. �7��, orbital moment, as well as
Borb and Bdip reflect the local symmetry of the 3d metal site.
This can be used when determining the isotropic components
of these quantities either from the calculation or from an
experiment. We first define the center of the gravity of a
quantity X as

TABLE I. Compounds considered. In all compounds, but bcc Fe only the absolute value of Biso was
determined. The signs follow from the discussion in Sec. VI. FeF3 is an antiferromagnet and the experimental
value refers to total hyperfine field �see discussion in Sec. VI�.

Compound Symmetry Fe site Local symmetry
Biso

�T� Ref.

Y3Fe5O12 Cubic Octahedral a Trigonal 55.254 7

�YIG� Tetrahedral d Tetragonal −47.348

Lu3Fe5O12 Cubic Octahedral a Trigonal 54.61 8

�LuIG� Tetrahedral d Tetragonal −46.74

Li0.5Fe2.5O4 Cubic Octahedral B Rhombic 51.074 9

�Li ferrite� Tetrahedral A Trigonal −51.936

MnFe2O4 Cubic Octahedral B Trigonal −51.074 10

�Mn ferrite�
Fe3O4 Cubic Octahedral B Trigonal −48.29 11 and 12

�magnetite� Tetrahedral A Cubic 50.77

BaFe12O19 Hexagonal Octahedral 2a Trigonal −54.68 13

Bipyramidal 2b Trigonal −42.64

Tetrahedral 4f4 Trigonal 52.77

Octahedral 4f6 Trigonal 55.40

Octahedral 12k Rhombic −50.83

FeF3 Rhombohedral Octahedral Rhombic −61.81 14

bcc Fe Cubic Octahedral Cubic −33.9 1
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Xcg = �
i=1

N

niX��ix,�iy,�iz� , �8�

where the summation is over N crystallographically equiva-
lent sites, ni is the multiplicity of the site, and X��ix ,�iy ,�iz�
is the value of quantity for given direction of the magnetiza-
tion relative to the ith local coordinate system. Xcg complies
with the crystal symmetry and, as a consequence, it is iso-
tropic for the cubic systems, providing that the terms of order
higher than two in direction cosines of the magnetic moment
may be neglected. The isotropic part Xiso of the quantity in
question is then

Xiso = Xcg/�
i=1

N

ni. �9�

For systems with symmetry lower than cubic the situation is
more complicated, as Xcg, beside the isotropic term, contains
also terms quadratic in direction cosines of the magnetic mo-
ment. To determine the isotropic part of the quantity the cal-
culation or measurement must be then carried out for two
directions if the crystal symmetry is axial or for three direc-
tions in the case of rhombohedral symmetry.

We note that the orbital moment in the 3d metals is un-
derestimated by as much as 50% when calculated using LDA
or GGA �Ref. 1� and this should lead to similar underestima-
tion of Borb in bcc Fe. In iron compounds the situation is
unclear. The experimental data on the orbital moment are
controversial for the magnetite15,16 and not available for
other systems considered. On the computational side the
GGA+U compared to GGA may either increase or decrease
the orbital moment depending on the details of the energy
band structure.

IV. DETAILS OF CALCULATION

The electronic structure was calculated with the full po-
tential augmented plane waves+local orbitals �APW+lo�
method, as implemented in the WIEN2k package.17 The 1s, 2s,
2p, and 3s states of the 3d metal atoms were treated as the
core states, while 3p, 3d, 4s, and 4p were included as the
valence states. The sensitivity of the results to the parameters
of the APW+lo was checked. For the exchange-correlation
potential we adopted the GGA form.18 The radii of the
atomic spheres were 2 a.u. for Fe and Mn, 1.5 a.u. for the
oxygen and the fluorine, 2.5 a.u for Ba, Lu, and Y, and 1.7
a.u. for Li.

The manganese ferrite MnFe2O4 was assumed to have
normal spinel distribution of the cations, i.e., all octahedral
�B� sites were occupied by iron, while tetrahedral �A� sublat-
tice was filled with the manganese. The calculations for the
magnetite were carried out in the cubic structure, which this
compound possesses above the Verwey transition.

In all cases the experimental spin structure was assumed:
ferromagnetic for bcc Fe, antiferromagnetic for FeF3, and
ferrimagnetic for the ferrites. The unit-cell parameters were
taken from the literature, while the internal parameters for
garnets, spinels, and the barium hexaferrite were obtained by
optimization.

The 3d electrons of the 3d metal ions in oxides and fluo-
rides are strongly correlated and this correlation is not cor-
rectly described by either LSDA or GGA. As a consequence
the gap is too small and in fact in two ferrites considered
here there is no gap at all �Fig. 1�. To improve the description
of electron correlation we used the rotationally invariant ver-
sion of the LDA+U method as described by Liechtenstein et
al.19 but with the GGA instead of LSDA exchange-
correlation potential and only single parameter Ueff=U−J
�hereafter the subscript eff is dropped�. The value of the pa-
rameter U=4.5 eV was adopted for Fe in oxides and FeF3
for Mn in MnFe2O4 U=4 eV was chosen. The GGA+U
method lowers the energy of the occupied states and in-
creases the energy of the less occupied or empty states. As a
consequence the gap Eg increases, its dependence on U being
approximately linear �Fig. 1�. In FeF3, Eg is appreciably
larger than in the oxide ferrites, reflecting more ionic state of
the fluorides compared to the oxides.

In most of the oxides in question, as well as in FeF3, the
formal valency of iron is +3, the 3d shell is half filled and the
application of GGA+U does not bring any problem. More
complicated is the situation of iron on octahedral sites of
Fe3O4. In this case the formal valence of the Fe�B� ions is
+2.5, the system is half-metallic with Fe�t2g�, minority-spin
bands, crossing the Fermi energy. If the magnetization is
along a general direction and the spin-orbit coupling is in-
cluded, there are four inequivalent Fe�B� ions in the unit cell.
The GGA+U amplifies the inequivalency and leads to a
charge disproportionation. To avoid this physically incorrect
situation, we put the magnetization along the �001� direction.
For M� � �001� all Fe�B� are equivalent and thus no dispropor-
tionation can occur.

The calculations of the gap did not include the spin-orbit
coupling. Its effect on gaps is small and it would make the
calculations time consuming. To find out the orbital moments
and Borb, Bdip we included the spin-orbit coupling using the
second variational treatment.20 By putting the magnetization
along several different directions we checked that the angular
dependence of the hyperfine field is well described by Eq.
�7�, i.e., fourth-order terms in direction cosines of the mag-
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FIG. 1. �Color online� Dependence of the gap on parameter
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netization may be neglected. The results of GGA+U calcu-
lations with the spin-orbit coupling included are collected in
Table II.

V. VALENCE AND CORE CONTRIBUTIONS TO
CONTACT FIELD

There is hardly a way to separate experimentally the con-
tribution of the valence and core electrons to the hyperfine
field, even more difficult would be to find out the depen-
dence of Bc on the valence and core spin. On the other hand
to obtain this information using the electron structure calcu-
lation is relatively straightforward. In Fig. 2 the dependence
of the valence contribution Bval on the spin moment of Fe 4s
electrons is displayed. As seen in Fig. 2 the valence part of
Bc is to a very good approximation linear function of m4s.
Close correlation between Bval and m4s was also found by
Ebert et al.6 for both Fe and Ni in NixFe1−x alloys.

The dependence of the core contribution Bcore to the con-
tact field on the spin moment of the 3d electrons is shown in
Fig. 3. The situation is more complex here comparing to Bval.
The dependence is again approximately linear, but there are
only few data for m3d smaller than 3.9�B and the dispersion
of the data is bigger. As showed in Ref. 6 the linear propor-
tionality between Bcore and the local Fe moment holds Bcore
=aFe�Fe in NixFe1−x alloys with aFe=−10.4�B /T. Similar
value aFe=−10.6�B /T was obtained by Blügel et al. for the
Fe impurity in Ni. These values are not far from the value
a3d=−12.19 T /�B calculated using the data for bcc Fe in
Table II. The linear fit to the data for all compounds consid-
ered �dashed line in the inset of Fig. 3� gives slightly higher
value a3d=−12.8�B /T.

Inspection of Figs. 2 and 3 reveals that magnitude of Bval
is smaller than that of Bcore, though contribution of Bval to the
contact field is significant.7–10

VI. ANALYSIS

There are several remarks to be made in connection with
the Biso values collected in Table I. In most cases only the
absolute value of the hyperfine field was found experimen-
tally. When attaching the sign to these values, we assumed
that �i� the contact field is the dominating part of Bhf in the
cases considered and �ii� though the calculations underesti-
mate the Bc value, the underestimation is of order of few tens
of %, so the signs of experimental Biso and calculated Bc
should coincide. Second remark concerns Fe3O4. The value
of Biso in Table I refers to the cubic structure that exists

TABLE II. Results of the calculation. The hyperfine fields are in units of T, magnetic moments are
expressed in �B. Bc

calc is the sum of the contribution of valence �Bval� and core �Bcore� electrons.

Compound Site Borb
iso Bdip

iso m3d m4s Bval Bcore Bc
calc

Y3Fe5O12 a −0.672 0.003 −4.0919 −0.0108 −14.42 53.50 39.08

d 0.747 −0.013 3.9367 0.0144 19.50 −50.67 −31.18

Lu3Fe5O12 a −0.495 0.003 −4.1045 −0.0107 −14.1 53.62 36.61

d 0.613 −0.005 3.9462 0.0111 14.74 −51.70 −36.96

Li0.5Fe2.5O4 B 0.623 −0.002 4.1047 0.0110 16.67 −53.61 −36.93

A −0.761 0.002 −3.9824 −0.0271 −14.63 51.70 37.07

MnFe2O4 B 0.418 0.235 4.1167 0.0153 20.55 −53.61 −33.06

Fe3O4 B 5.188 −3.721 3.8265 0.0118 15.94 −50.15 −34.22

A −0.928 −0.048 −3.9414 −0.0100 −13.34 51.17 37.83

BaFe12O19 2a 0.518 −0.001 4.1049 0.0117 15.59 −53.39 −37.80

2b 0.720 0.029 3.9832 0.0175 23.50 −51.50 −27.99

4f4 −0.774 −0.001 −3.9710 −0.0102 −13.59 51.51 37.93

4f6 −0.579 0.000 −4.0658 −0.0095 −12.82 52.98 40.16

12k 0.576 0.003 4.0924 0.0149 20.02 −53.13 −33.11

FeF3 0.310 −0.005 4.2765 0.0090 11.61 −56.13 −44.52

bcc Fe 2.378 −0.175 2.346 −0.0033 −4.49 −28.59 −32.75
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above the Verwey temperature TV�122 K, while the calcu-
lations correspond to the absolute zero temperature. Using
the experimental data in Refs. 11 and 12 the extrapolation of
Biso�T�TV� to the zero temperature presents little problem,
however. Final problem concerns FeF3. This compound is
antiferromagnetic,13 only the total value of Bhf was deter-
mined experimentally14 and to our knowledge there is no
information on the direction of magnetic moments. For FeF3
it is thus not possible to determine experimental value of
Biso. The GGA+U calculation showed, however, that the an-
isotropy of Borb, Bdip is negligible �less than 0.001 T� and the
classical dipolar field from the spin moments on the other
sites of the lattice is rather small Bhf

lattice�−0.03 T. To a good
approximation we may therefore assume that in this case
Biso�Bhf

From the results obtained it follows that m3d and m4s are
two quantities that should be treated as independent. In the
next section we fit the experimental Biso assuming that the
dependences in Eq. �2� are linear, though the parameters may
differ from the dependences calculated ab initio. We note
that except for FeF3 the Bhf

lattice is not needed, as it does not
possess the isotropic part.

VII. DISCUSSION

There are several stumbling blocks in the analysis given
above. First, in the density functional theory the magnetic
spin moments of 3d or 4s electrons are not well defined
quantities, even more important is that in the APW+lo
method m3d and m4s depend on the radius of the atomic
sphere RMT. To see how serious is this dependence, m3d�RMT�
is displayed in Fig. 4, while m4s as a function of RMT is
shown in Fig. 5. It is seen that 3d moments depend only
slightly on the RMT, while for the 4s moments the depen-
dence is an order of magnitude stronger. The strongest effect

has the radius of atomic sphere for bcc Fe, for which the
decrease in RMT from 2 to 1.8 a.u. reduces m4s by �75%.

The second serious problem is that our calculations de-
pend on the parameter U �bcc Fe being an exception as U
=0 was used in this case�. The increase in U makes the
majority spin 3d electrons more localized. As a consequence
the 3d spin magnetic moment increases monotonically �Fig.
6� and its value saturates for large U, reaching 5�B for com-
pounds where nominal valency of iron is 3+. The depen-
dence of the 4s spin magnetic moment on U is displayed in
Fig. 7. For both 3d and 4s electrons the dependence is
smooth although the data for different compounds span
larger interval comparing to their dependence on the atomic
sphere radius and the fits showed in Figs. 6 and 7 serve as a
guide for eyes only.

The last point to be discussed is the dependence of Borb
iso on

the parameter U. As mentioned in Sec. III, Borb is propor-
tional to the orbital moment. For Fe3+ the orbital moment
appears thanks to the not fully occupied �fully empty� major-
ity �minority� 3d spin states. As U is increased, energy of the
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majority spin states is lowered and their occupation in-
creases, the opposite holds for the minority-spin states. As a
consequence the orbital moment and Borb decrease. The cal-
culation for FeF3, MnFe2O4, and tetrahedral Fe in magnetite
showed that the dependence is approximately linear, magni-
tude of Borb

iso decreases by �50% as U is changed from 2 to 9
eV. Inspection of Table II shows that corresponding uncer-
tainty in Borb

iso is smaller than 0.5 T. Interestingly, for iron on
the octahedral site of magnetite, for which the formal va-
lency is 2.5, Borb

iso is almost independent of U in this interval.
The comparison between values of Biso obtained from the

experiment, values calculated using Eq. �6� and those deter-
mined by WIEN2k is given in Table III. It is seen that com-
paring to WIEN2k the analysis of the preceding section quali-
tatively improves the agreement with the experiment,
reducing the mean deviation �= 	
Biso

exp−Biso
calc�	 from 15.7

to 1.3 T. The parameters in Eq. �6� have values a3d
=−15.86 T /�B, a4s=959.6 T /�B.

Despite the improvement there remains a serious discrep-
ancy for bcc Fe. In this case, because the 3d electrons are

much more delocalized than in the rest of the compounds
considered, we used GGA and not GGA+U. Imperfect treat-
ment of the electron correlations could then cause the dis-
crepancy.

Because of the above uncertainty of GGA calculation for
bcc Fe the coefficients a3d and a4s were determined exclud-
ing bcc Fe. The results are denoted as Biso

�1�calc in Table III and
it is seen that calculated Biso is in a fair agreement with Biso

exp,
the mean deviation � being smaller than 1 T. The expansion
coefficients in units of T /�B are

a3d = − 16.92, a4s = 1229. �10�

It is of interest to compare these values with the values ob-
tained by fitting the data calculated using WIEN2k �Figs. 2 and
3�: a3d

WIEN2k=−12.99, a4s
WIEN2k=1339 T /�B. Clearly GGA

based calculation underestimate the contribution of the core
1s, 2s, and 3s electron, while giving correctly the valence
part of the Bc once bcc Fe is excluded from the fitting pro-
cedure. This is in line with the good agreement between
measured and calculated hyperfine field in special cases
when Bc is dominated by the transferred hyperfine interac-
tion �as for Cu impurities in Fe, Co, and Ni,5,21,22 where Bc
originates mainly from the spin polarization of Cu 4s valence
states via interactions with the magnetic neighbors�.

Inspection of Table III reveals that to obtain parameters
�Eq. �10�� mostly the compounds containing nominally triva-
lent iron were used, iron on the B site of the magnetite being
the only exception. Because Fe3+ is an S-state ion the orbital
moment and consequently also Borb

iso is rather small. Although
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TABLE III. Comparison of the isotropic parts of the hyperfine
field. The values Biso

exp deduced from the experiments are confronted
with Biso

calc calculated using Eq. �6� with the parameters a3d and a4s

determined using the data for all compounds. Biso
�1�calc were deter-

mined excluding the data bcc Fe. Biso
WIEN2k refer to isotropic parts of

the hyperfine field as calculated by the WIEN2k program.

Compound, site Biso
exp Biso

calc Biso
�1�calc Biso

WIEN2k

bcc Fe −33.90 −37.99 −30.65

YIG a 55.25 53.86 54.52 38.41

YIG d −47.35 −47.88 −47.15 −30.44

LuIG a 54.61 54.34 55.04 39.03

LuIG d −46.74 −48.45 −47.82 −30.87

Li-ferrite B −51.07 −52.48 −52.56 −36.19

Li-ferrite A 51.94 51.90 52.37 36.22

Mn-ferrite B −51.07 −49.96 −49.10 −32.41

BaFe12O19 2a −54.68 −53.36 −53.72 −37.28

2b −42.64 −45.63 −43.89 −27.25

4f4 52.77 52.42 53.14 37.15

4f6 55.40 54.79 55.85 39.58

12k −50.83 −50.03 −49.29 −32.53

FeF3 −61.81 −58.88 −60.34 −44.22

Fe3O4 A 50.77 51.94 52.70 33.46

B −48.29 −47.90 −47.93 −32.04

bcc Fe −33.90 −37.00 −30.65
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qualitatively orbital moment is given correctly by the GGA
�GGA+U� calculation, its numerical value often differs from
the value deduced from the experiment.1 As the contact hy-
perfine field depends only on the spin moments and not on
the valency, the values �Eq. �10�� should be reliable.

VIII. CONCLUSIONS

We believe that Eq. �6� in conjunction with the parameters
given by Eq. �10� provide a suitable tool to explain and pre-
dict the values of the contact field on the Fe nuclei in iron
compounds containing ferric ions in the high spin d5 electron
configuration, where the orbital moment is small. These sys-
tems include ferrites with spinel and garnet structure, W-, Y-,
and M-hexaferrites, maghemite, hematite, hydrated ferrites,
and possibly others. We also believe that the results can be
useful even when orbital moment of Fe is bigger. In these
cases the method can provide relatively reliable contact field.

Comparison with the experiment could then shed more light
on the discrepancy of local and semilocal approximations to
DFT when calculating the orbital moment dependent quanti-
ties.

When calculating the electronic structure, we treated the
iron in different environments in as homogeneous way as
possible, in particular the radius of Fe atomic sphere RMT
=2 a.u. and the parameter U=4.5 eV in the GGA+U
method were used. This seemingly limits applicability of the
method. We note, however, that the dependence of the mag-
netic moments on these parameters is smooth �Figs. 4–6� and
the interpolation in case that other values of these parameters
are used does not represent problem.
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a b s t r a c t

Approach for interpretation of nuclear magnetic resonance (NMR) spectra in magnetic materials is

presented, consisting in employing the anisotropy of hyperfine interaction. The anisotropic parts of

hyperfine magnetic fields on 57Fe nuclei are calculated ab initio for a model example of lithium ferrite

and utilized to assign the experimental NMR spectral lines to iron sites in the crystal structure.

& 2011 Elsevier Inc. All rights reserved.

1. Introduction

Nuclear magnetic resonance (NMR) is capable to provide
accurate and detailed information concerning crystal, electron
and magnetic structure of magnetically ordered solids. For spectra
measured in zero external magnetic field the frequency of
resonating nuclei is proportional to the hyperfine magnetic field,
and thus depends strongly on the local structure. It may be
difficult, however, to assign unambiguously individual spectral
lines to individual crystal lattice sites on which the resonating
nuclei are located. In particular this difficulty appears in complex
magnetic materials with the same atom (isotope) in different
sublattices and/or on inequivalent lattice sites. The knowledge of
the symmetry of the system helps, but even then the information
gathered from the experiment is often insufficient. Determination
of the resonance frequency using the ab initio, density functional
theory (DFT) based calculation, would resolve the problem,
unfortunately another difficulty emerges for the 3d metal com-
pounds. It is well established that the DFT significantly under-
estimates the Fermi contact term that makes big contribution to
the isotropic (i.e. independent of the direction of magnetization)
part of the resonance frequency. The comparison of experiment
and theory thus remains problematic, despite many attempts to
remedy the situation [4,10,1,8,3,6,9].

In the present paper we propose to use the anisotropic part of
the resonance frequencies calculated using the DFT to find the
correspondence between the NMR lines observed experimentally
and the crystal sites. Although such approach has not been
attempted yet, we believe that it could serve as an additional
and independent clue, moreover, without need of any explicit
corrections to the calculated values. In this paper we test this
approach on 57Fe NMR in ordered lithium ferrite Fe2.5Li0.5O4, i.e.
ferrimagnetic system with two magnetic sublattices (Fe3þ) and
relatively simple structure. We compare the dependence of 57Fe
NMR spectra on the direction of electron magnetization (the
experimental data of Doroshev et al. [5]) with our calculations
of hyperfine fields with electron magnetization oriented along
corresponding directions.

2. Hyperfine magnetic field

In magnetic materials the Hamiltonian of interaction of
nuclear spin Î with magnetic field has usual form

Ĥ ¼�g‘ Î � Bloc, ð1Þ

where g is the gyromagnetic ratio (for 57Fe I¼1/2 and g¼
1:38 MHz T�1). The local magnetic field Bloc consists of several
contributions:

Bloc ¼ BhfþBdip
lattþBext: ð2Þ

Term Bhf denotes hyperfine magnetic field, Blatt
dip stands for dipolar

magnetic interaction of the nuclear spin with atomic magnetic
moments in the surrounding lattice, and Bext denotes external
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magnetic field (if present). The hyperfine field originates due
to Fermi contact interaction (Bhf

cont) and interactions of nuclear
spin with the on-site spin and orbital moments of electrons
(Bhf

dip, Bhf
orb):

Bhf ¼ Bcont
hf þBdip

hf þBorb
hf : ð3Þ

A detailed discussion of how these fields are calculated using the
DFT and how they are connected to the interaction between the
electron and the nuclei was given by Blügel et al. [3].

The local magnetic field may be considered as a sum of
isotropic and anisotropic parts where only the latter is subject
to further analysis. The Fermi contact term Bhf

cont is purely
isotropic, i.e. its magnitude does not depend on the direction of
electron magnetization. For 57Fe nuclei Bhf

cont is oriented antipar-
allel to the direction of electron magnetization.

The terms Bhf
dip, Bhf

orb and Blatt
dip may be anisotropic (dependent

on the direction of electron magnetization). In case of Fe3þ the
contact term is the dominant contribution to the local field, and
therefore, the anisotropic terms may be considered as projections
on the direction of electron magnetization.

The anisotropy of hyperfine interaction reflects the local
symmetry of the crystal site [14]. Note, however, that nuclei on
the crystallographically equivalent sites may possess different
resonant frequencies due to the anisotropy of hyperfine interac-
tion. As a consequence, one crystallographic site may be con-
nected with several spectral lines. Such pattern is a fingerprint of
particular crystal site, and therefore, it helps to interpret the NMR
spectra.

3. 57Fe NMR in lithium ferrite

Lithium ferrite Fe2.5Li0.5O4 is well studied experimentally,
including extensive 57Fe NMR data [5]. It has a spinel structure
with two types of cation sites: tetrahedral A sites occupied by iron
and octahedral B sites containing both lithium and iron ions. If Li
and Fe ions on the B sites are disordered, the crystal lattice
symmetry is cubic. Ordering of these ions leads to lowering of the
cubic symmetry to rhombohedral P4332. Local symmetry of the
A-sites is then D3, while the local symmetry of the B sites
occupied by iron is C2; each Fe(B) having two Li and four Fe
atoms as the nearest neighbors on the B-sites. In the presence of
the magnetization ~M the symmetry is lowered further. If ~M is
confined to the ð0 1 1Þ plane the tetrahedral sites split into four
subgroups (each with multiplicity 2:2:2:2 in the cell containing
eight Fe2.5Li0.5O4 formula units), while the Fe(B) sites split into
seven subgroups (1:2:1:2:2:2:2). For ~MJ/1 1 1S the symmetry
analysis shows that there are two Fe(A) subgroups with multi-
plicity 6:2 and three Fe(B) subgroups (ratio 3:3:6).

We used single crystal of ordered lithium ferrite, grown by the
spontaneous crystallization method from a solution of the molten
salt [12] of volume approximately 0.2 cm3. Fig. 1 displays 57Fe
NMR spectrum of lithium ferrite single crystal that was measured
at 4.2 K in zero magnetic field by the spin-echo method using
phase-coherent pulse spectrometer Bruker Avance and home-
made broadband probehead. The signal-to-noise ratio was sig-
nificantly improved by using the Carr–Purcell–Meiboom–Gill
pulse sequence. Amplitude of rf field was carefully set to obtain
NMR signal from nuclei in the magnetic domains only. At given
excitation frequency the echoes 1–100 were summed up within
the sequence and the sum was Fourier transformed. The length of
the sequence (26 ms) and repetition time (25 s) were set carefully
not to influence the spectral shape by spin–spin and spin–lattice
relaxations. The resulting frequency swept spectrum was evalu-
ated as an envelope of Fourier transforms at individual excitation
frequencies (changed with step of 25 kHz).

The easy direction of the magnetization of the Li ferrite is
/1 1 1S. The symmetry then predicts that the NMR spectrum will
consist of two lines with the ratio 6:2 that originate from the
tetrahedral irons and three lines (ratio 3:3:6) arising from the
octahedral irons. As shown in Fig. 1, this pattern was indeed
observed experimentally.

Already from the NMR spectrum in the zero field the tetra-
hedral subspectrum may be unambiguously interpreted: two of
the eight A sites in unit cell have their local C3-axis parallel to the
direction of magnetization (e.g. [1 1 1]) and produce the weaker,
sharp line at 72.224 MHz, while the axes of remaining six A sites
lie in ½1 1 1�, ½1 1 1� and ½1 1 1� directions and generate the
broader line at 71.49 MHz. One should note that all Fe(A) are
crystallographically equivalent: the differences in resonance fre-
quencies arise due to anisotropy of hyperfine interaction. If the
experiment is done with external magnetic field in ð0 1 1Þ plane
(see Fig. 2), lines of those A sites with axis in ½1 1 1� direction
would be additionally separated.

Similar analysis can be done for the 12 octahedral sites and
~MJ/1 1 1S. There are then two different angles between the local
C2-axis and magnetization: (i) for a group of six sites C2-axis is of
type /1 1 0S and it makes an angle 35.261 with the direction of
magnetization, producing the line at 74.407 MHz, (ii) for remain-
ing six Fe(B) sites the magnetization is perpendicular to the C2-
axis (in these cases C2-axis is of type /1 1 0S). The later six sites
are further subdivided into two magnetically non-equivalent
subgroups, each comprising three sites. These subgroups differ
in the angle that ~M makes with the line joining the resonating
iron nuclei with the nearest Li ions. In the first case ~M is
perpendicular to both Fe–Li bonds, while in the second case
corresponding angles are 61.421 and 118.581. The nuclei in these
two subgroups give rise to the lines at 73.134 and 73.879 MHz.
However, based solely on the experiment, it is not possible
to decide, which spectral line corresponds to which of the
subgroups.

4. Calculation of hyperfine field anisotropy

The calculations of electronic structure were performed using
the augmented plane wavesþ local orbital method based on
density functional theory as implemented in the WIEN2k pro-
gram package [2]. To improve the description of electron

Fig. 1. 57Fe NMR spectrum of lithium ferrite measured at 4.2 K in zero

magnetic field.
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correlation we used rotationally invariant version of LDAþU
method as described by Liechtenstein et al. [7], but with the
GGA-PBE [11] as the exchange correlation potential and with
single parameter Ueff¼U� J, for which the value Ueff¼4.5 eV was
adopted. The atomic sphere radii were set to 1.8 a.u. for iron,
1.7 a.u. for lithium and 1.6 a.u. for oxygen. The equilibrium values
of the internal parameters x¼0.49816 and y¼0.63195, character-
izing the crystal structure (Table 1), were found by minimizing
the forces acting on the atoms.

In order to calculate the anisotropic contributions to the
hyperfine field the spin–orbit (s–o) interaction was included
using the second variational treatment [13]. Using the equili-
brium crystal structure, the self-consistent s–o calculations were

performed in 40k-points in the irreducible part of the Brillouin
zone, number of the basis functions was 4048 (RKmax¼6.0), and
the charge density was Fourier expanded to Gmax¼14 Ry1/2.

The calculations were designed to correspond to the NMR
experiment of Doroshev et al. [5] who measured the angular
dependence of the NMR spectra with the electron magnetization
in the ð0 1 1Þ plane. For each direction of magnetization, changed
within the ð0 1 1Þ plane with steps of 101, the calculation that
includes the s–o was converged and projections of Bdip

hf and Borb
hf to

the direction of magnetization (Bdip
hf and Borb

hf ) were then calcu-
lated. For the same directions the off-site dipolar contribution Bdip

lat

was obtained by direct summation over the magnetic moments of
all sites in a sphere with radius of 128 atomic units. Since we
were interested in anisotropy of the hyperfine field, the isotropic
parts of the calculated fields were subtracted to obtain DBdip

hf ,
DBorb

hf and DBdip
lat (Bdip

lat has zero isotropic part).

5. Results

Angular dependence of 57Fe NMR spectra at both tetrahedral
and octahedral sites of ordered lithium ferrite was acquired
experimentally by Doroshev et al. [5] using a sphere shaped
sample. Spectra were measured in external magnetic field
0.266 T, which was applied in ð0 1 1Þ plane. For the sake of
comparison of experimental anisotropic field Baniz

hf with the
calculated anisotropy (see Fig. 2), we rescaled the experimental
data into units of Tesla and subtracted the isotropic parts (52.15 T
for A sites and 53.57 T for B sites). With the direction of
magnetization confined to the ð0 1 1Þ plane, two of the A lines
should coincide due to symmetry reasons. This is not fully
reproduced in our calculated dependences and the small splitting
of the curve A2 in Fig. 2 thus provides an estimation of the
calculation accuracy.

For the octahedral sites the calculated dependences of hyper-
fine field on the direction of magnetization fall within the interval
(�0.75, 0.48) in units of Tesla, which matches with the interval
(�0.75, 0.41) of the experimental data. For the tetrahedral sites
the calculated curves are found within a range of � 0:32 T, while
the experimental ones span somewhat larger interval of � 0:59 T.
The discrepancy is most likely connected with an underestima-
tion of the orbital moment and thus Bdip

hf and Borb
hf , which is often

encountered in the density functional based calculations. As seen
in Fig. 2, however, the character of the dependences is similar to
the extent that the assignment of calculated and experimental
curves is clear. This allows to establish an unambiguous connec-
tion between the observed NMR lines and the positions of
resonating Fe nuclei in the crystal.

6. Conclusions

The anisotropic part of 57Fe hyperfine field in lithium ferrite
was calculated from the first principles. Comparison of calculated
results with experimental dependence of NMR spectra on the
direction of external magnetic field allowed an unambiguous
assignment of the experimentally observed NMR lines to indivi-
dual sites occupied by iron ions. An important point of our
approach is subtraction of the isotropic part from the experi-
mental as well as calculated hyperfine field. In this way we
eliminated the influence of the contact term, calculation of which
is problematic. We believe that an analogous approach might be
applicable for spectral line assignment also in more complicated
compounds.

Table 1
Assignment of the individual curves with the corresponding positions of the

resonating nucleus in the crystal structure with respect to direction of magnetiza-

tion [1 1 1]. Structural parameters x¼0.49816 and y¼0.63195 were calculated by

optimizing the crystal structure.

Line Multiplicity Crystal coordinates

A1 2 (x, x, x) ð�xþ 1
4 ,�xþ 1

4 ,�xþ 1
4Þ

A2 4 ð�xþ 1
2 ,�x,xþ 1

2Þ ðxþ 3
4 ,�xþ 3

4 ,xþ 1
4Þ

ð�x,xþ 1
2 ,�xþ 1

2Þ ðxþ 1
4 ,xþ 3

4 ,�xþ 3
4Þ

A3 2 ðxþ 1
2 ,�xþ 1

2 ,�xÞ ð�xþ 3
4 ,xþ 1

4 ,xþ 3
4Þ

B1 2 ð�yþ 1
4 , 1

8 ,yÞ ðy,�yþ 1
4 , 1

8Þ

B2 2 ðyþ 3
4 , 5

8 ,�yþ 1
2Þ ð�yþ 1

2 ,yþ 3
4 , 5

8Þ

B3 2 ðyþ 1
4 , 7

8 ,yþ 1
2Þ ð�y,�yþ 3

4 , 3
8Þ

B4 2 ð�yþ 3
4 , 3

8 ,�yÞ ðyþ 1
2 ,yþ 1

4 , 7
8Þ

B5 1 ð18 ,y,�yþ 1
4Þ

B6 2 ð78 ,yþ 1
2 ,yþ 1

4Þ ð38 ,�y,�yþ 3
4Þ

B7 1 ð58 ,�yþ 1
2 ,yþ 3

4Þ

Fig. 2. Comparison of calculated and experimental [5] hyperfine fields for

tetrahedral and octahedral irons in lithium ferrite. Both experimental and

calculated fields were adjusted by subtracting their isotropic parts. The curves

A2, B1–B4 and B6 are double degenerate.
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a b s t r a c t

Three hexagonal ferrites from the Fe-rich part of the pseudo-binary system SrO–Fe2O3 were investigated.
Besides the well-known M-type SrFe12O19 two other ferrites were found to exist at high temperatures:
W-type SrFe2þ2 Fe3þ16 O27 and X-type Sr2Fe

2þ
2 Fe3þ28 O46 ferrites. A detailed characterization of the X-type Sr-

ferrite is reported here for the first time using XRD, HRTEM, magnetization measurements, Mössbauer
and 57Fe NMR spectroscopies and ab initio calculations of the electronic structure. The results are
compared to those of W- and M-type Sr ferrites. Mössbauer spectra were analyzed with six Fe
contributions in the case of the X-type, seven Fe-sites for the W-type and five Fe sites for the M-type
in agreement with crystal structure arrangements. Based on a detailed analysis of the NMR spectra in
comparison with ab initio calculations the NMR lines were assigned to individual crystal sites. A
preferential occupation of ferrous ions in the S blocks of the X- and W-type ferrites was elucidated from
Mössbauer and NMR data as well as ab initio calculations.

& 2015 Elsevier Inc. All rights reserved.

1. Introduction

The hexagonal ferrites are an important family of magnetic
materials with M-type SrFe12O19 as the dominating composition
in the Fe-rich part of the pseudo-binary system SrO–Fe2O3. It was
reported that M-type Sr ferrite (Sr-M) is stable up to 1448 1C [1], a
fact that enables the straightforward industrial-scale fabrication of
this material via the mixed-oxide route and high temperature
sintering. Goto et al. [2] reported a second phase diagram including
a W-type hexagonal ferrite SrFe2Fe16O27 (SrFe2-W) which was
found to be stable in a small temperature region between 1390
and 1420 1C only. Recently, a reinvestigation of the Fe-rich part of
the Sr–Fe–O system has revealed the existence of another hexago-
nal ferrite Sr2Fe2Fe28O46 (Sr2Fe2-X) with X-type structure [3]. In the
Ba–Fe–O system, an X-type ferrite of composition Ba2Fe2Fe28O46

(Ba2Fe2-X) was already reported by van Hook [4]. Preliminary
magnetic characterization of Ba2Fe2-X revealed a saturation mag-
netization Ms¼98 emu/g at 0 K and a Tc¼522 1C [5]. Substituted
Ba2Me2-X and Sr2Zn2-X ferrites were synthesized and a remarkable

Ms¼120 emu/g was reported for the latter one [6,7]. On the other
hand, reports on the preparation and characterization of the non-
substituted hexagonal X-type Sr ferrite Sr2Fe2-X are very scarce. Dey
and Valenzuela measured some magnetic data (M vs. T curve) with
a Ms¼100 emu/g at low temperature [8]. Another study reports on
the disaccomodation behavior of that ferrite [9]. Magnetic proper-
ties of W-type hexagonal ferrite SrFe2Fe16O27 (SrFe2-W) were
already reported in the literature [10,11]. The saturation magnetiza-
tion of SrFe2-W was found to be larger than that of M-type ferrite
[10]; hence X- and W-type Sr-ferrites show some potential as
alternative permanent magnetic materials. However, due to their
limited stability at high temperatures [3], the preparation of these
materials is not straightforward.

The crystal structures of the M-, W-, and X-type hexagonal
strontium ferrites are characterized by stacking sequences of R-
and S-blocks along the hexagonal c-axis, where S is a two-layer
building unit (Fe6O8)2þ and R is a three layer block of composition
(SrFe6O11)2� . Iron cations are localized in various crystallographic
sites (formed by close-packed oxygen/strontium layers) that differ by
coordination, site symmetry and arrangement of surrounding atoms
(for details see Table 1). Combination of RS gives the structure of the
M-type ferrite SrFe12O19 which is equivalent to the magnetoplumbite
structure of PbFe12O19 described by Adelskjöld [12]. A stacking
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sequence RSS (or MS) results in the W-type hexagonal variant
SrMe2Fe16O27 and that of RSRSS (or M2S) in the X-type hexagonal
ferrite Sr2Me2Fe28O46 [13,14].

The M-type ferrite (SG P63/mmc) is formed by a stacking
sequence of R- and S-blocks SRSnRn where n denotes a 1801
rotation around the c-axis. The unit cell contains two formulae
SrFe12O19 (z¼2), ferric ions occupy 12k sites (octahedral sites
between R- and S-blocks), tetrahedral 4fIV (or f1) sites (in S-block),
octahedral 4fVI (or f2) sites (in R-block), bipyramidal 2b sites (in
R-block) and octahedral 2a sites in S-block (Table 1) [15]. The
magnetic moments of the Fe ions in the 12k, 2b and 2a sites are
parallel to the c-axis. The magnetic moments of the 4fIV and 4fVI
sites are antiparallel to the c-axis. Thus, the unit cell of the M-
phase contains 12k sites, 4fIV sites, 4fVI sites, 2b sites and 2a sites.

The stacking sequence of the W-type phase SrFe18O27 is
SSRSnSnRn, the space group is P63/mmc. The unit cell (z¼2)
contains 4 Fe2þ and 32 Fe3þ cations in 12k sites (octahedral sites
between R- and S-blocks, similar to the 12k sites in the M-type
phase), 6g sites (octahedral sites between two S-blocks), 4e and
4fIV (or 4f1) tetrahedral sites (in the S-blocks), 4f'VI (or 4f2)
octahedral sites (in the R-blocks), 4fVI (or 4f3) octahedral sites (in
the S-blocks) and 2d bipyramidal sites in R-block, similar to the 2b
sites in the R-blocks of the M-type structure. The magnetic
moments of the Fe ions in the 12k, 6g, 4fVI (f3) and 2d sites are
parallel to the c-axis. The magnetic moments of the 4e, 4fIV (f1) and
4f'VI (f2) sites are antiparallel to the c-axis [13,14].

The stacking sequence of the X-type ferrite Sr2Fe30O46 is
SRSRSSnRnSnRnSn. The rhombohedral unit cell (z¼1) has space
group R-3m and contains 11 Fe positions, it is however more
conveniently described in hexagonal axes (Table 1) [13,7]. The
crystal structure of the X-type phase can be interpreted as the
superposition of the M and W structures [7]. The hexagonal unit
cell (z¼3) contains 6 Fe2þ and 84 Fe3þ in 18h and 18h' octahedral
sites between R- and S-blocks respectively, 6cIV, 6c'IV, and 6c"IV
tetrahedral sites in S-blocks, 6c'VI and 6c"VI octahedral sites in
R-blocks, 6cV octahedral sites in R-blocks, and 3bVI, 9eVI and 6cVI
octahedral sites in S-blocks.

To simplify the discussion and comparison of the three hexagonal
ferrites, Fe ion sublattices with similar magnetic characteristics were

categorized into five magnetic sublattices (k, fIV, fVI, b, a); a concept
already proposed by Leccabue et al. [7]. This simplified description is
displayed in Table 1; in this context, e.g., Fe ions on the 18h and 18h'
positions of X-type are classified as sublattice k. According to the Gorter
scheme, the magnetic moments of the Fe ions in the k, a and b
sublattices are parallel to the c-axis, while themagnetic moments of the
fIV and fVI are antiparallel [7]. The relations between Fe ions in different
crystallographic sites and crystal structures are summarized in Table 1.

This contribution reports for the first time a detailed analysis of the
hexagonal X-type Sr ferrite Sr2Fe2Fe28O46 (Sr2Fe2-X). Mössbauer and
NMR spectroscopic studies and ab initio electronic structure calcula-
tions were performed in order to analyze the occupation of metal sites
in the ferrite structures. We will compare the results obtained on the
Sr2Fe2-X ferrite with those for the well-known hexagonal Sr ferrites
with M-type (SrFe12O19) and W-type (SrFe2Fe16O27) structure.

2. Methods

2.1. Sample preparation

All ferrite samples were prepared using the standard mixed-oxide
route. After mixing SrCO3 (Aldrich) and Fe2O3 (Thyssen-Krupp-Steel
TKS-HP) in a polyethylene container with 2-propanol and zirconia
beads (diameter 1 mm) for 3 h, the dried mixture was calcined at
1200 1C for 6 h. The samples were ground with a planetary mill
(Pulverisette 5; Fritsch GmbH, Germany) for 8 h in a WC container
with 2-propanol and WC grinding beads (3 mm diameter). The
resulting powders exhibit a mean particle size of about 1 mm and
specific surface of 1.2 m2/g. The powders were pressed into pellets
10 mm in diameter and sintered for 24 h at 1200 1C (M-type), 1370 1C
(X-type), and 1400 1C (W-type) in air. Samples of X- and W-type
ferrites were quenched in water.

2.2. Measurements

The samples were studied using powder X-ray diffraction (Siemens
D5000 with CuKα radiation; step time 8 s; step size 0.021; 10–70(140)
12θ). Lattice parameters were refined using the TOPAS R software

Table 1
Crystallographic sites of the Fe ions in the M-, W-, and X-type hexagonal ferrites Sr-M, SrFe2-W and Sr2Fe2-X.

M-type (P63/mmc) W-type (P63/mmc) X-type (R-3m) (site notation in P63/mmc) All (simplified description)

Site Coord. Block Spin Site Coord. Block Spin Site Coord. Block Spin Magnetic sublattices

12kVI Octa R–S ↑ 18hVI Octa R–S ↑ k
12kVI Octa R-SS ↑ 18h’VI Octa R-SS ↑

4fIV (4f1) Tetra S ↓ 6cIV Tetra S ↓ fIV
4eIV Tetra SS ↓ 6c'IV Tetra SS ↓
4fIV (4f1) Tetra SS ↓ 6c"IV Tetra SS ↓

4fVI (4f2) Octa R ↓ 4f'VI (4f2) Octa R ↓ 6c'VI Octa R ↓ fVI
6c"VI Octa R ↓

2bV Five R ↑ 2dV Five R ↑ 6cV Five R ↑ b

2aVI Octa S ↑ 3bVI Octa S ↑ a
6gVI Octa S–S ↑ 9eVI Octa S–S ↑
4fVI (4f3) Octa SS ↑ 6cVI Octa SS ↑

Block notation:
S inside S block
R inside R block
SS inside S block in SS stacking
S-S between two S blocks
R-S between R and S blocks
R-SS between R block and S block in SS stacking
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package (Bruker AXS, Karlsruhe, Germany). The microstructure of
polished samples was monitored by Scanning Electron Microscopy
SEM (DSM 940A, Zeiss, Germany). High-resolution Transmission
Electron Microscopy (HRTEM) and selected area electron diffraction
(SAED) were performed with a Philips CM20 Field Emission Gun TEM,
operated at 200 kV. Prior to TEM inspection, samples were Ar ion-
thinned in a Gatan Duomill ion at 4.5 kV and 1mA.

The specific surface area of the powders As was determined by
the BET method (Nova 2000, Quantachrome Instruments, Boynton
Beach, U.S.A.). Thermal analysis (TG, DTA) was carried out with a
SETARAM TGA92 system, the samples were heated in air to
1500 1C with a rate of 10 K/min. Magnetic properties were mea-
sured with a Quantum design MPMS SQUID magnetometer.
Hysteresis loops were measured at 5 and 298 K. The saturation
magnetization was estimated from M vs. 1/H plots and the M(H)
intercept was taken as Ms.

The Fe2þ-concentration was determined by chemical titration
after dissolution of the powdered sample in hydrochloric acid
under argon. The Fe2þ ions were titrated with potentiometric end
point detection with a 0.05 N Ce4þ solution under a flow of argon.
The detection limit of the titration is given by the first drop of
Ce4þ solution (VE0.03 ml) which corresponds to 0.08 wt% Fe2þ

for 100 mg of a ferrite sample.
57Fe Mössbauer spectrometry measurements were performed

on powdered samples at room temperature in transmission
geometry, using a 57Co source in a rhodium matrix. The isomer
shift δ (relative to metallic α-Fe at room temperature), quadrupo-
lar shift ε and hyperfine field B are given with statistical errors
from the MOSFIT fitting program [16].

57Fe NMR spectra were recorded by spin-echo technique using
a coherent pulse spectrometer Bruker Avance with data accumula-
tion and Fourier transform (FT). All spectra were measured in zero
external magnetic field at T¼4.2 K. The radiofrequency pulse
parameters were set in order to excite signal from nuclei in
magnetic domains. The signal-to-noise ratio was improved by
applying the Carr–Purcell–Meiboom–Gill (CPMG) multi-pulse
excitation sequence where spin echoes, formed between the
pulses in the sequence, were monitored and coherently summed.
The nuclear spin–spin relaxation was slow enough to use first 10
spin echoes for spectra evaluations, the remaining echoes in the
train were used to estimate the rate of spin–spin relaxation. To
cover the required spectral range, excitation frequency was swept
with steps of �25 kHz and the spectra were evaluated as an
envelope of FTs of signals at individual excitation frequencies.

2.3. Ab initio calculations

The electronic structures of Sr hexaferrites were calculated
using the augmented plane wavesþ local orbital method based on
the density functional theory as implemented in the WIEN2k
program [17]. The calculations were started from experimental
unit cells [18–20] and optimized by minimizing the atomic forces.

To improve the description of iron 3d electron correlations we
used the rotationally invariant version of the LDAþU method as
described by Liechtenstein et al. [21], with the PBE-GGA [22]
instead of LSDA exchange-correlation potential and with a single
parameter Ueff¼U� J only; the value of parameter Ueff¼4.5 eV was
adopted for 3d orbitals of Fe atoms. The number of the basic
functions used was �90/atom (RKmax¼6.0), and the number of k-
points in irreducible part of Brillouin zone was 10. The charge
density was Fourier expanded to Gmax¼16 Ry1/2.

The hyperfine fields were calculated using correction procedure
as described in Novák et al. [23]. Atomic valences (in units of
electron charge) and magnetic moments were determined using
the Atoms in Molecules (AIM) method [24]. To obtain the valence
states of irons the valence charges calculated from AIM were

rescaled by such a factor (�1.6) that produces oxygen atoms with
formal average valence �2.

3. Results

3.1. Powder X-ray diffraction

The XRD patterns of the synthesized hexagonal ferrites confirm
their single-phase character. X-type ferrite Sr2Fe30O46 crystallizes
within the rhombohedral crystal structure (SG: R-3m; z¼1), com-
monly described in hexagonal axes (z¼3). The XRD pattern (Fig. 1)
was refined to give the lattice parameters a0¼5.8940(5) Å and
c0¼83.808(8) Å. For M-type SrFe12O19 ferrite, all reflections were
indexed within the magnetoplumbite-type structure (SG: P63/mmc;
z¼2). Unit cell dimensions were refined to a0¼5.8847(2) Å and
c0¼23.0511(9) Å in good agreement with data from other studies
[15,25]. The X-ray pattern of W-type SrFe18O27 was also refined within
the space group P63/mmc to unit cell parameters of a0¼5.8969(5) Å
and c0¼32.799(3) Å (z¼2). The single-phase character of all three
samples was further confirmed by scanning electron microscopy [3].

3.2. Thermal stability and ferrous concentration

The thermal stability of the hexagonal ferrites was monitored
using thermal analysis; details are reported in Ref. [3]. The TG curve of
the SrFe12O19 shows a constant mass until at T41350 1C a series of
mass losses accompanied by three endothermic DTA peaks signal a
step-wise phase transformation sequence (Fig. 2). At T¼1418 1C
incongruent melting of SrFe12O19 and simultaneous formation of X-
type ferrite occurs. At Ton¼1435 1C melting of the Sr2Fe2-X and
formation of SrFe2-W set in and a third peak at Ton¼14521 finally

Fig. 1. X-ray diffraction pattern of X-type Sr2Fe30O46 ferrite sintered at 1370 1C
(measured, calculated, and difference data).

Fig. 2. DTA and TG curves of M-, X-, and W-type hexagonal Sr ferrites.
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signals the decomposition of W-type ferrite. The TG curves of both,
W- and X-hexagonal ferrites exhibit a slow mass gain during heating
(not shown here) as footprint of their thermodynamic instablility at
low temperature (decomposition into a mixture of M-type ferrite and
magnetite [3]). In both cases, an endothermic DTA peak with onset at
1365 1C and a corresponding mass loss indicates the re-formation of
the hexagonal W- and X-type ferrites (Fig. 2). On further heating, two
endothermic DTA peaks are observed for Sr2Fe2-X; one at
Ton¼1423 1C signaling the incongruent melting of the X-type and
W-type ferrite formation, and another one at Ton¼1443 1C for the
incongruent melting of W-type ferrite. Accordingly, a two-step mass
loss process is observed at T41400 1C. For SrFe18O27 (W-type) only
one DTA peak with Ton¼1447 1C and one mass loss is observed
indicating the incongruent melting of SrFe2-W and transformation
into magnetite and liquid. In contrast to Sr-M which is stable from
room temperature to 1418 1C in air, Sr2Fe2-X and SrFe2-W hexagonal

ferrites exhibit small stability ranges at high temperature only, i.e.
approximately from 1365 1C to 1425 1C for X-type and from 1365 1C
to 1450 1C for W-type ferrite.

The Fe2þ concentrations of the W- and X-type ferrites were
determined by redox titration. For the X-type ferrite Sr2Fe22þFe283þO46

(theoretical 4.32%) the Fe2þ-content was measured to be
3.4270.02 wt%, whereas for W-type SrFe22þFe163þO27 a Fe2þ-concen-
tration of 6.0670.05 wt% was found (theoretical: 7.32%). These data
confirm a significant ferrous ion concentration in both ferrites;
however, titration results differ somewhat from expectation possibly
due to practical difficulties in dissolving the samples under protective
atmospheres or due to substoichiometric Fe2þ-concentrations.

3.3. HRTEM

A high-resolution TEM image of the M-type ferrite SrFe12O19 is
shown in Fig. 3a. The regular lattice repeats show that the sample is
well crystallized with a periodicity of 23.05 Å in the c-direction
without any lattice defects or other stacking variants. Electron diffrac-
tion along the [11–20] zone-axis shows diffraction spots (Fig. 3a, inset)
in agreement with space group P63/mmc typical of the M-type
structure. For SrFe18O27 (W-type) the HRTEM micrograph (Fig. 3b)
displays a lattice periodicity in the c-direction of 32.8 Å resembling
two MS blocks alternating by a 1801 rotation. A HRTEM image of the
newly synthesized X-type Sr2Fe30O46 ferrite (Fig. 3c) demonstrates the
regular lattice; one block in the c-direction corresponds to a M2S unit.
The unit cell has three M2S blocks in the c-direction and amounts to
83.81 Åwhich is in good agreement to XRD data. All observed electron
diffraction spots are in agreement with space group R-3m.

3.4. Magnetic properties

The M vs. H curves at 5 K for the three hexagonal Sr ferrites are
shown in Fig. 4. The magnetization of all samples is almost
saturated at 20–40 kOe. Slight differences between the magneti-
zation behavior of the three ferrites are present: Sr-M ferrite
becomes saturated at relatively high fields, whereas for the W-
type smaller fields are sufficient for complete saturation. This can
be understood as a signature of the large magneto-crystalline
anisotropy of SrFe12O19 ferrite at 5 K. The saturation magnetiza-
tions at T¼5 K of the samples were deduced from M vs. 1/H plots
and the values of Ms for M-, X- and W-type hexagonal ferrites are
101.9(5) emu/g, 101.5(5) emu/g, and 101.4(5) emu/g, respectively.
The M(T) curves of all three samples are displayed in the inset of
Fig. 4. The Curie temperature of the M-type Sr ferrite is found at
Tc¼475 1C in good agreement with Refs. [8,15]. The Tc of SrFe2-W-
and Sr2Fe2-X ferrites is at 550 1C and 530 1C, respectively, which
are somewhat larger compared to results reported by Dey et al. [8].

Fig. 3. HRTEM micrographs and SAED electron diffraction patterns of (a) M-type
SrFe12O19, SAED along [1 1 �2 0] zone axis; (b) W-type SrFe18O27, SAED along
[0 1 �1 0] zone axis, and (c) X-type Sr2Fe30O46, SAED along [0 1 �1 0] zone axis.

Fig. 4. Magnetization vs. field curves of M-, X-, and W-type hexagonal Sr ferrites
(inset: M vs. T).
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3.5. Mössbauer spectroscopy

The room-temperature Mössbauer spectra of the three samples
are shown in Fig. 5a–c. In agreement with the crystal structures, the
Mössbauer spectrum of SrFe12O19 (Fig. 5a) is fitted with five
components, that correspond to the five different sites of the M-
type crystal structure, i.e. the 12k, 4fIV, 4fVI, 2a and 2b sites.
Preliminary fittings revealed that the relative intensities deviate from
the crystallographic occupancy, and the proportions 12:4:4:2:1.5 for
the 12k, 4fIV, 4fVI, 2a and 2b sites, respectively, were used. Such a
deviation is generally observed in the M-type hexaferrites, and can
be attributed to the pronounced anisotropy of the 2b site coordina-
tion which leads to an anisotropic f-factor, considerably lower along
the hexagonal axis. In the spectrum of the M-type phase, one
paramagnetic contribution has been fitted to account for extra
absorption at the center of the spectrum. This contribution, whose
relative intensity is less than 1%, is attributed to Fe atoms in
paramagnetic Sr–Fe–O impurities.

According to their nominal compositions, W-type and X-type
ferrites contain two Fe2þ ions per formula unit. It is well
established that in the M-type LaFe12O19 phase, the complete
substitution of Sr2þ for La3þ leads to a change of the valence state
of iron ions in the 2a site from Fe3þ to Fe2þ due to the
introduction of La3þ ion instead of Sr2þ ion to compensate for
the excess of positive charges [26–28]; analogous conclusions arise
from the analysis of NMR measurements in M-type hexaferrites
with partial or full substitution of La3þ in the heavy cations sites
[29]. Fe2þ ions being thus located in the 2a octahedral sites of the
S-blocks in the M-type ferrite, we assumed by comparing the
crystal structure of the three phases, that the Fe2þ ions occupy
four magnetic a sites corresponding to the 4fVI (or 4f3) and 6g
octahedral sites in the SS and S–S blocks of the W unit cell and six
magnetic a sites corresponding to the 3bVI, 9eVI and 6cVI octahedral
sites in the S-, S–S- and SS-blocks of the X-unit cell, respectively.

In agreement with the literature [30,31], the spectrum of the
W-type ferrite SrFe2Fe16O27 (Fig. 5b) was fitted with seven con-
tributions with proportions 12:6:4:4:4:4:1.5 corresponding to the
12k, 6a(Fe3þ), 4e, 4fIV, 4f'VI, 4a(Fe2þ) and 2d sites, respectively,
where a denotes both 6g and 4fVI sites. The split of a sublattices
into a(Fe3þ), and a(Fe2þ) was chosen with relative proportions
corresponding to the occupation of four of the ten magnetic a sites
(corresponding to the 6g and 4fVI octahedral sites) by Fe2þ ions,
the six other magnetic a sites being occupied by Fe3þ ions. It has
to be mentioned that Van Diepen and Lotgering concluded from
their Mössbauer data that ferrous ions reside on 6g sites [30].
However, they attributed the whole 6g contribution to Fe2þ ions,
thus overestimating the Fe2þ amount in the W-unit cell that can

contain at most 4 Fe2þ ions, not 6. Our assumption is in agreement
with a previous investigation of the localization of Fe2þ ions in the
BaFe2-W hexaferrite by NMR, which concluded on the possible
presence of Fe2þ ions on both 4fVI and 6g octahedral sites [32].

According to the concept that the X-type can be understood as
mixture of M- and W-type structural elements it follows that
combining the numbers of 24 and 36 Fe ions in the M- and W-
type unit cells, respectively, one obtains (24þ36)/2¼30 Fe ions for
one third of the X-type hexagonal unit cell. In agreement with
Leccabue et al. [7], we considered the five magnetic sublattices to fit
the Mössbauer spectrum of the X-phase. However, we considered
only one contribution for the magnetic k sublattice. The spectrum of
the X-phase Sr2Fe2Fe28O46 (Fig. 5c) was thus fitted with six
contributions: five contributions from Fe3þ ions (one for each
magnetic sublattice) and one contribution for Fe2þ ions, on the
magnetic a site. The proportions 12:6:4:4:2:1.5 were used for the
magnetic sublattices k, fIV, fVI, a(Fe3þ), a(Fe2þ) and b, respectively.
The split of a sublattices into a(Fe3þ) and a(Fe2þ) was chosen with
relative proportions corresponding to the occupation of six of the
eighteen magnetic a sites (corresponding to the 3bVI, 9eVI and 6cVI
octahedral sites) by Fe2þ ions, the twelve other magnetic a sites
being occupied by Fe3þ ions. The detailed fitted Mössbauer spectra
of the M-, X- andW-phases are shown in Fig. 5a–c, respectively. The
fitted hyperfine parameters are reported in Table 2.

3.6. NMR spectroscopy

The 57Fe NMR spectra of Sr-M, SrFe2-W and Sr2Fe2-X ferrites
recorded at 4.2 K are shown in Fig. 6. Five narrow and well
separated resonance lines are observed for M-type and assigned
to the five different Fe3þ positions. The spectra of W- and X-type
are more complex; however, the spectral lines are quite narrow,
which indicates high quality of the powder samples. A brief survey
shows that spectrum of Sr2Fe2-X corresponds approximately to a
superposition of M- and W-type hexagonal ferrite spectra.

3.7. Ab initio calculations

The calculated valences and magnetic moments of Fe atoms
displayed in Table 3 allow us to estimate the distribution of Fe2þ

and Fe3þ in the studied structures. Magnetic moment �4 μB corre-
sponds to Fe3þ while somewhat lowered values indicate the presence
of Fe2þ . One should note that the theoretical value of 5 μB corre-
sponding to free Fe3þ ions is reduced in a crystal environment, as part
of the magnetic moment is transferred to neighboring oxygen ions.

The magnetic field ‘calc B’ (in Table 3) was obtained as a sum of
the contact (Fermi), orbital and dipolar contributions to the

Fig. 5. Room-temperature Mössbauer spectra of (a) M-type SrFe12O19, (b) W-type SrFe18O27, and (c) X-type Sr2Fe30O46; (the different Fe contributions used to fit the spectra
are displayed).
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hyperfine magnetic field and also the dipolar field of surrounding
atomic moments. It is directly comparable to observed local
magnetic fields in NMR experiment, and thus can help with
interpretation of NMR spectra. Besides the magnetic fields we
also present calculated parameters of EFG tensors that are com-
pared to Mőssbauer parameter 2ε (Table 2).

4. Discussion

The synthesis of a single-phase Sr2Fe2-X hexagonal ferrite is
reported here for the first time and revealed by XRD (Fig. 1) and
HRTEMmeasurements (Fig. 3). Thermal analysis (Fig. 2) has shown
that X-type Sr-ferrite is stable in a small temperature range only
(1365–1425 1C). For discussion, the magnetic and spectroscopic
properties of the Sr2Fe2-X ferrite are compared to Sr-M and SrFe2-
W type hexagonal ferrites.

The saturation magnetization of the samples can be estimated
following the collinear Gorter model. Assuming the orientation of the
magnetic moments of the ferric ions in M-type SrFe12O19 (Sr-M) as
reported above (see Table 1), a magnetic moment of 20 mB
(Ms¼105 emu/g) is expected at low temperature. The measured
value of 101.9 emu/g is somewhat smaller which might be explained
by a small fraction of an impurity phase as detected by Mössbauer
spectroscopy. For the W- and X-type ferrites the formation of ferrous
ions has to be taken into account, resulting in Fe mixed valency, i.e.:
SrFe2þ2 Fe3þ16 O27(SrFe2-W) and Sr2Fe

2þ
2 Fe3þ28 O46(Sr2Fe2-X). This was

confirmed by chemical titrations. It has been concluded from
spectroscopic studies that in La-substituted M-type ferrites Fe2þ

ions are formed for charge compensation which tend to occupy
octahedral 2a positions [26–28]. If it is assumed that the ferrous ions
in the W- and X-type ferrites also favor to occupy these octahedral
sites in the S-blocks (spin-up magnetic sublattice a), then a magnetic
net moment of 28 mB (corresponding to a saturation magnetization of
Ms¼102.5 emu/g) and m¼48 mB (Ms¼103.6 emu/g), respectively, is
expected using the collinear Gorter model. If the Fe2þ ions would be
positioned on spin-down sites, larger magnetic moments of 32 mB
and 52 mB would be expected for SrFe2-W and Sr2Fe2-X, respectively.
The measured data of Ms¼101.4 emu/g (equivalent to 27.7 mB) for
SrFe2-W and of Ms¼101.5 emu/g (equivalent to 47.0 mB) for Sr2Fe2-X
strongly support the assumption that the Fe2þ ions with S¼2 occupy
spin-up sites in the a magnetic sublattices. Our data very well agree
with Ms¼27.9 mB for SrFe2W reported by Lotgering et al. [10] and
with a Ms¼100 emu/g for Sr2Fe2X reported in Ref. [8].

According to the Mössbauer analysis of the SrFe12O19 M-type
phase, the isomer shifts (Table 2) indicate that all Fe ions are in the
Fe3þ state. The fitted hyperfine parameters are in very good
agreement with the literature [33]. Also excellent agreement of
EFG parameters with our calculations was reached (Table 2). The
room temperature Mőssbauer parameter 2ε can be compared to
calculations corresponding to 0 K, since EFG parameters are only
weakly dependent on temperature. On the other hand, the
hyperfine magnetic fields decrease non-uniformly with increasing
temperature, and therefore, cannot be simply compared.

Table 2
Mössbauer hyperfine parameters of (a) M-type SrFe12O19, (b) W-type SrFe18O27, and (c) X-type Sr2Fe30O46 from experiment and calculations. The 2ε values were obtained

from calculated Vzz and η (see Table 3) as 2ε¼Δ, Δ¼ eQVzzc
2E0

1þ1
3η

2
� �1=2.

Site, coordination Experiment Calculation

B (T) δ (mm/s) 2ε (mm/s) Relative intensity (fixed) 2ε (mm/s)

Sr-M
12kVI 41.570.1 0.3570.01 0.4070.01 12 0.40
4fIV 49.570.1 0.2870.02 0.1670.04 4 0.14
4fVI 52.370.1 0.3870.02 0.2570.04 4 0.27
2bV 40.970.3 0.3670.04 2.1270.09 1.5 1.96
2aVI 50.870.3 0.3270.04 0.1070.08 2 �0.05

SrFe2W
12kVI 41.570.1 0.3670.01 0.4470.02 12 0.44
4eIV 47.770.2 0.2570.04 -0.1470.08 4 �0.30
4fIV 50.971.0 0.2970.12 0.1470.18 4 0.52
4f'VI 52.171.0 0.4170.12 0.3170.16 4 0.27
2dV 39.270.8 0.2570.10 1.8170.20 1.5 2.00
6gVI, 4fVI (Fe3þ) 49.670.1 0.3070.02 0.0170.04 6 0.60
6gVI, 4fVI (Fe2þ) 45.070.4 0.7970.04 0.2570.08 4 �1.31

Sr2Fe2X

Site, coordination Simplified magnetic sublattice Experiment Calculation

B (T) δ (mm/s) 2ε (mm/s) Relative intensity (fixed) 2ε (mm/s)

18hVI k 41.670.1 0.3670.01 0.4170.02 12 0.40
18h'VI 0.40

6cIV fIV 49.370.1 0.3070.02 0.0470.04 6 0.10
6c'IV -0.06
6c"IV -0.11

6c'VI fVI 52.270.2 0.3970.03 0.2970.06 4 0.31
6c"VI 0.31

6cV b 39.470.4 0.2770.06 1.9170.12 1.5 1.99

3bVI a(Fe3þ) 50.670.2 0.2970.03 0.1370.06 4 �0.02
9eVI a(Fe2þ) 44.470.3 0.7470.05 0.2070.10 2 1.74
6cVI (Fe2þ) 0.07
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The analysis of the Mössbauer spectrum of the SrFe2þ2 Fe3þ16 O27

W-type ferrite yields fitted hyperfine fields which are in fair
agreement with the values reported in Ref. [30]. Experimental
and calculated EFG parameters agree well for the sites in R blocks
(2d, 4f'VI) and 12k, while the agreement for sites in S block is

worse, mainly due to different approach: the Mössbauer experi-
ment resolves the Fe2þ and Fe3þ contributions separately, while
calculations give averaged results for the whole site (Table 2).

In the Mössbauer spectrum of the Sr2Fe
2þ
2 Fe3þ28 O46 X-type ferrite

(Fig. 5c), the sextet assigned to the a(Fe2þ) sublattice exhibits an
isomer shift of 0.74 mm/s which implies that the ferrous ions are
located in one of the three possible Wyckoff sites (3bVI, 9eVI, and 6cVI)
grouped together in this simplified sublattice a; however, detailed
assignment is not possible. Some years ago, Leccabue et al. [7] reported
Mössbauer data on the Zn-substituted X-type ferrite (Sr2Zn2-X), which
has no Fe2þ ions. The room-temperature spectrumwas assigned to six
subspectra, i.e. the k, fIV, fVI, b and a sublattices; two distinct sextets for
Fe3þ in the k magnetic sublattice were detected (k1, k2). Our study of
the Sr2Fe2-X material has revealed the location of ferrous ions and
supports the general interpretation of Ref. [7]; however, two different
k sextets were not observed. Very probably, the fact that Leccabue
et al. distinguished two sextets for the k contribution has to be related
to the presence of nonmagnetic Zn2þ ions located in tetrahedral sites
close to k sites, thus leading to a distribution of environments around k
sites, as observed for the M-phase [34].

Table 2 shows good agreement between the calculated and
experimental EFG parameters with exception of the sites 3bVI, 9eVI,
and 6cVI which cannot be compared directly because the Möss-
bauer spectra were decomposed into two contributions with: a
(Fe2þ) and a(Fe3þ) with ratio 2:4.

In the 57Fe NMR spectrum of M-type hexaferrite SrFe12O19 five
narrow and well separated resonance lines are observed (Fig. 6).
According to previous works [35,36] they are assigned to the five Fe3þ

sites 2a, 2b, 4fIV, 4fVI and 12k. The integral intensities of the spectral
lines in the interval 69–76MHz are proportional to the nominal
occupancy of the crystal sites with precision better than 8%. As the
interpretation is well known, the 57Fe NMR spectrum of the M-type
hexaferrite was used to estimate the accuracy of our ab initio
calculations. The calculated hyperfine fields agree well with the
NMR experiment: the succession of hf field values of individual
lines is the same, the hyperfine fields match the experiment with
standard deviation σ�1 T and the calculated formal valences are close

Table 3
Results of ab initio calculations (formal AIM valences, ionic magnetic moments, hyperfine fields B, EFG tensor components Vzz and asymmetry parameters η) for iron sites and
experimental values of hyperfine fields B from NMR spectroscopy. Signs of the ionic magnetic moments indicate their orientation.

Site, coordination Block Formal AIM valence Magnetic moment (μB) Calc B (T) Exp B (T) VZZ (1021 V m�2) η

SrM
12kVI R–S 2.96 4.20 50.63 51.426 2.24 0.68
4fIV S 2.88 �4.11 54.18 52.626 0.85 0
4fVI R 3.01 �4.14 55.89 54.855 1.59 0
2bV R 2.86 4.12 43.66 43.029 11.8 0
2aVI S 2.99 4.20 53.51 52.025 �0.28 0

SrFe2W
12kVI R-SS 2.94 4.20 50.99 51.30 2.48 0.64
4eIV SS 2.86 �4.10 52.12 50.67�52.48 �1.78 0
4fIV SS 2.85 �4.10 50.68 50.67�52.48 3.14 0
4f'VI R 2.99 �4.14 56.07 54.84 1.65 0
2dV R 2.85 4.11 43.56 43.20 12.01 0
6gVI S–S 2.79 4.10 46.53 50.67�52.48 3.25 0.81
4fVI SS 2.55 3.87 57.13 53.05 �7.89 0

Sr2Fe2X
18hVI R–S 2.95 4.25 49.92 52.64 2.25 0.640
18h'VI R-SS 2.94 4.24 49.86 51.31 2.26 0.619
6cIV S 2.89 �4.16 53.68 51.43 0.63 0
6c'IV SS 2.87 �4.16 52.85 50.67�52.49 �0.38 0
6c"IV SS 2.88 �4.16 53.93 50.67�52.49 �0.66 0
6c'VI R 3.00 �4.19 55.07 54.86 1.87 0
6c"VI R 3.00 �4.19 55.07 54.86 1.86 0
6cV R 2.87 4.16 43.14 43.15 11.98 0
3bVI S 2.97 4.24 53.53 53.98 �0.10 0
9eVI S–S 2.53 3.91 33.71 50.67–52.48 10.47 0.004
6cVI SS 2.94 4.23 52.72 53.02 0.43 0

Fig. 6. 57Fe NMR spectra of M-type SrFe12O19, W-type SrFe18O27, and X-type
Sr2Fe30O46; measured at 4.2 K in zero magnetic field.
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to 3þ for all iron sites; the magnetic moments are within the range
4.0–4.1 μB.

Analysis of the 57Fe NMR spectrum of the SrFe2-W ferrite
(Fig. 6) was performed taking into account integral intensities of
the spectral lines, detailed site symmetry, similarity of nearest
neighborhood with M-type ferrite and by analogy with the NMR
spectrum of Ba W-type ferrite [32] – the lines were assigned as
shown in Fig. 6. Small traces of 4fIV and 2a lines of M-type
structure were also detected, which corresponds to concentration
of stacking faults less than 1.5%.

Regarding the presence of Fe2þ in the W-type ferrite, the NMR
signal from nuclei in Fe2þ is shifted to lower frequencies and is not
detected (probably due to fast spin–spin relaxations and large
linewidth). Since the number of resonating nuclei is proportional
to the integral intensity of corresponding spectral line, we analysed
the integral intensities in the spectral range 69–76 MHz to evaluate
the Fe2þ preferences. We estimated that �0.9 Fe2þ occupies 4fVI
sites. The band in the range 70.0–72.5 MHz composed of overlapped
Fe3þ resonance lines 12k, 6g, 4e, and 4fIV has lowered the integral
intensity. Therefore, the remaining �3.1 Fe2þ occupy one or more
of the sites 12k, 6g, 4e, or 4fIV; however the detailed distribution of
Fe2þ among them cannot be evaluated. These results are consistent
with the situation in BaFe2W where from NMR measurements of
single crystal in external magnetic field the distribution of Fe2þ was
found as approximately 1.3 Fe2þ in 4fVI and about 2.7 Fe2þ in 6g
[32]. Besides, these results are in accordance with Pauling valence
rules as applied in [32].

In the calculations, the cations Fe2þ can be distinguished from
Fe3þ by lower magnetic moment and/or large dipolar and orbital
contributions to hyperfine field. In the W-type hexaferrite that is
the case of Fe in 4fVI with magnetic moment of 3.87 μB and dipolar
hf field 6 T, and Fe in 6gVI with magnetic moment of 4.10 μB and
orbital hf field 7.8 T. The Fe2þ localization into these two sites is also
supported by formal valences obtained from AIM. The differences
between the calculated parameters of sites with Fe2þ (4fVI and 6gVI)
and parameters of the other sites in SrFe2W are subtle. This is due to
the 4fVI and 6gVI sites being only partially occupied by Fe2þ , which
cannot be considered in the calculations performed for a given
space symmetry group. When these two sites with Fe2þ are
omitted from comparison, the calculated hyperfine fields agree
well with the NMR experiment with standard deviation σ�0.7 T.

An analogous approach was applied for the interpretation of the
NMR spectrum of the Sr2Fe2-X ferrite. Due to high complexity of X-
type structure the assignment relied on the calculations and on
comparison of local symmetries of sites in X-type structure with
respect to M- andW-types. The line assignment is displayed in Fig. 6.

We again analysed the integral intensities in the spectral range
69–76 MHz and found that similarly to SrFe2-W case approxi-
mately 25% Fe2þ occupies 6cVI sites and the remaining 75%
reduces the intensity of band of lines 18h, 18h', 9eVI, 6c'IV, and
6c"IV. The calculations yielded a strong preference for 9eVI with
magnetic moment of 3.91 μB and large (�16 T) orbital and dipolar
contributions to hyperfine field compared to all other Fe atoms
(�1 T); the formal valence of 9eVI is 2.53 also indicating Fe2þ .
Excluding the 9eVI site from comparison, the agreement of calcu-
lated hyperfine fields with NMR experiment is good (σ�1.3 T).

5. Conclusions

Hexagonal X-type Sr-ferrite was prepared as single-phase
material and thoroughly characterized and discussed in relation
to the hexagonal Sr-M and SrFe2-W ferrites as follows:

(i) Sr2Fe2-X ferrite is stable at high temperature between 1365
and 1425 1C only. Since the material is metastable at room

temperature it needs to be quenched from the high-
temperature stability window.

(ii) XRD and HR-TEM confirm a structural building motif with a
unit cell length in the c-direction of 83.81 Å.

(iii) Magnetization measurements indicate that the Fe2þ ions are
located on spin-up sites.

(iv) The room-temperature Mössbauer spectrumwas decomposed
into six subspectra and the location of ferrous ions was
assigned to the magnetic a spin-up sublattice.

(v) 57Fe NMR revealed a complex spectrum which was interpreted
by comparison with spectra of M- and W-type spectra and on
the basis of ab initio calculations of electronic structure.
Ferrous ions are preferentially located in spin-up 9eVI sites
and partially also in 6cVI (both located in the magnetic a
sublattice in the S blocks of the X- and W-type ferrites.)

Based on results of magnetic moment measurements, Möss-
bauer spectroscopy, 57Fe NMR, and ab initio calculations it can
thus be concluded that the Fe2þ ions in W- and X-type are located
in spin up octahedral sites within the pair of two S blocks
(between two S blocks or inside S block in SS stacking).
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Charge compensation in strontium M-type hexaferrites A3+
x Sr1−xFe12O19 (A = La, Nd, or Pr) is studied by

means of calculations of electronic structure and 57Fe nuclear magnetic resonance (NMR) experiments. Two
different states are realized in the calculations: a localized scenario as a ground state with the extra valence
charge preferentially in the octahedral 2a sites and a delocalized scenario with the charge delocalized over
multiple sites. From the calculations and NMR experiments, it is deduced that the localized state Fe2+(2a) occurs
at low temperatures regardless of the type of used substitution and that the distribution of ferric and ferrous
ions within the 2a sublattice is static at low temperatures. The magnetocrystalline anisotropy energy of Sr and
La hexaferrites is calculated and the contributions of individual Fe sublattices are evaluated. The temperature
dependence of the anisotropy for La hexaferrite is explained as a transition between localized and delocalized
states causing changes in the single ion contributions of Fe in 2a and also 12k sites.
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I. INTRODUCTION

Hexagonal ferrites [1–3] are well established ferrimagnetic
materials with many uses: they can be found in cost-effective
hard magnets as well as in components for high-frequency
applications. Interest in hexaferrites has been rekindled by the
discovery of intrinsic magnetoelectrics with strong coupling
of magnetic and electric order as well as by the emergence of
various low-dimensional hexaferrite systems, e.g., nanopar-
ticles, fibres, thin layers, or composites [4]. Finally, there
is still effort devoted to classical hexaferrite systems aimed
on improving their performance in applications and unveiling
related physics.

One of the important properties of strontium M-type hexa-
ferrite SrFe12O19 (SrM) is the magnetocrystalline anisotropy.
The anisotropy arises mainly from contributions of ferric
cations. In the hexaferrite structure (space group P 63/mmc),
Fe atoms occupy sites 2a, 2b, 4fIV, 4fVI, and 12k, which form
five magnetic sublattices (see Fig. 1). The magnetocrystalline
anisotropy of SrM is uniaxial with the easy axis of magne-
tization parallel to the hexagonal axis, but the way how the
individual Fe sublattices add up to the total anisotropy is less
clear, as the contributions of individual sublattices are difficult
to obtain experimentally. These contributions have thus been
estimated indirectly, e.g., from changes of the measured
anisotropy in substituted hexaferrites [5–7], or calculated as
single-ion contributions using appropriate spin Hamiltonians
and considering the symmetry of the crystal field [8–10]. It
became generally accepted that mainly Fe3+ in 2b sites are
responsible for the uniaxial character of anisotropy in Sr (and
Ba) M-type hexaferrites [11] and that the contributions of other
ferric cations, especially the 12k, are also important [8–10].

The magnetocrystalline anisotropy due to ferric ions can
be altered by replacing the Fe with suitable substitutions
[12–15] as well as by substituting the Sr by a trivalent
cation [16–18]. Particularly, in La3+ M-type hexaferrites

*vojtech.chlan@mff.cuni.cz

(LaM), the observed magnetocrystalline anisotropy increases
with decreasing temperature, in contrast to almost a constant
character of the temperature dependence for Sr or Ba M-type
hexaferrites [19,20]. At low temperatures, the anisotropy of La
hexaferrites was found two times higher than the value for Sr
or Ba hexaferrites. Based on measurements of the anisotropy
field and total magnetic moment, it was proposed by Lotgering
[19] that the increased anisotropy at low temperatures is due
to the formation of Fe2+ in octahedral 2a sites.

Although the Fe2+(2a) localization was supported by local
hyperfine methods [16,20–24], the mechanism of increased
magnetic anisotropy proposed by Lotgering is still an open
question. In published calculations of the electronic structure
of these hexaferrites [25,26], the localized state was not
reached—the calculations resulted in a delocalized solution
with excess charge contained in the interstitial space or
smeared over all iron sites, which is not in accord with the
conclusions of the experiments. Since the explanation of how
the charge compensation and anisotropy are connected is
lacking, this issue is addressed in the present paper.

The aim of this work is to understand the increase of magne-
tocrystalline anisotropy in La hexaferrite at low temperatures,
and to explain the relation of this increase to the presence
of Fe2+. For this purpose, we studied M-type hexaferrites
A3+

x Sr1−xFe12O19 (A = La, Nd, or Pr) by means of electronic
structure calculations and nuclear magnetic resonance exper-
iments. Contrary to previous calculations [25,26], we found
the ground state with Fe2+ in 2a sites for all studied systems
with A3+. Such localization was also confirmed by our NMR
experiments. Based on calculations, we present a mechanism
of increased (decreased) magnetocrystalline anisotropy in La
hexaferrites at low (high) temperatures.

II. METHODS

A. Electronic structure calculations

Our calculations used the augmented plane waves + local
orbital method based on the density functional theory (DFT)
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FIG. 1. (Color online) Unit cell of hexaferrite SrFe12O19. The
five nonequivalent Fe sites are octahedral 2a (site symmetry 3̄m),
bipyramidal 2b (6̄m2), tetrahedral 4fIV, octahedral 4fVI (both 3m),
and 12k (site symmetry m). The three- and sixfold local axes are
parallel to the hexagonal axis c of the crystal (vertical direction in the
picture), which is also the easy axis of magnetization.

as implemented in WIEN2K [27]. For the exchange-correlation
functional, the PBE-GGA form was adopted [28]. To improve
the description of iron 3d electron correlations, we used the
rotationally invariant version of the LDA+U method [29] with
the GGA instead of LSDA exchange-correlation potential and
with a single parameter Ueff = U − J .

The electronic structure of hexaferrites, with unit cells
containing two formula units AFe12O19 (A = Sr, La, Nd, and
Pr), were calculated within space group P 63/mmc; the lattice
constants that were used are displayed in Table I. There are
eleven nonequivalent atomic sites in the structure including
the five Fe sites. The magnetic structure was considered as
collinear, with the moments of Fe atoms in 2a, 2b, and 12k
sites being antiparallel to the moments of Fe in 4fIV and 4fVI

sites.
The calculation of the electronic structure of mixed LaSr

hexaferrite La0.5Sr0.5Fe12O19 was performed within space
group P 6̄m2, where the number of nonequivalent atoms
increased to 21, as only the 2a octahedra retained their
multiplicity 2; all other sites split 1:1. As a comparison,

TABLE I. Lattice parameters in angstroms used by the presented
calculations.

Structure a b c

SrM 5.9618 5.9618 23.3533
LaSrM 5.9373 5.9373 23.1962
LaM, PrM, NdM 5.9128 5.9128 23.0391
LaM (orthorhombic) [24] 5.9025 10.1593 22.7883

calculations were performed for a low-temperature structure of
LaFe12O19 with the orthorhombic Cmcm space group proposed
by Küpferling et al. [24]. This structure loses hexagonal
symmetry due to orthorhombic distortion: the 12k site of the
original hexagonal structure splits into 16h and 8f3, otherwise
there is one-to-one correspondence between hexagonal (2a,
2b, 4fIV, 4fVI) and orthorhombic sites (4a, 4b, 8f1, 8f2).

The atomic positions of all calculated structures were
optimized within their space groups by minimization of the
total energy and atomic forces. The lattice parameters (Table I)
of Sr and La hexaferrites were optimized with RKmax = 7.0.
The lattice parameters of La hexaferrite were then used also
for Nd and Pr hexaferrites (NdM, PrM), while those of the
mixed LaSr hexaferrite (LaSrM) were interpolated from Sr
and La structures. The lattice parameters of the orthorhombic
structure were not optimized, we used the parameters acquired
by Küpferling et al. [24].

The radii of the atomic spheres were chosen as 1.45 a.u.
for oxygen, 2.0 a.u. for iron, and 2.5 a.u. for large cations
(La, Sr, Nd, or Pr). The dependence on the size of the basis,
the number of k points, and the high-energy cutoff was tested
on the Sr hexaferrite where the energy of magnetocrystalline
anisotropy was satisfactorily converged already for RKmax =
6.0 (APW+lo method), k-mesh 7 × 7 × 1, and Emax = 5.0 Ry.
The charge density was Fourier expanded to Gmax = 16

√
Ry

and the value of parameter Ueff = 4.5 eV was adopted for
the 3d orbitals of iron atoms; its influence on the calculated
quantities is discussed in the text.

The self-consistent calculation of the magnetocrystalline
anisotropy is a difficult task as the corresponding energy
differences of the order of 1–10 μRy/atom are comparable to
the energetic resolution of available full potential calculations.
The results obtained in a self-consistent calculation are thus
overly sensitive to various calculational parameters (size of
the basis set, number of k points). Since in case of these
hexaferrites the spin-orbit coupling is small compared to
3d bandwidth or the exchange splitting, the anisotropies
of the studied compounds can be studied using the force
theorem approach, where the spin-orbit coupling is introduced
non-self-consistently (for details and further references see
Ref. [30]). Our practice was as follows: the spin-polarized
calculation was converged self-consistently without spin-orbit
coupling, using such a set of symmetry operations that
satisfied all intended [hkl] directions of magnetization. Then,
starting from the converged potential, the eigenvalue problem
was solved for each direction with the spin-orbit coupling
switched on non-self-consistently, i.e., within one iteration
only. The difference in total energies was then evaluated for
different [hkl] directions to determine the magnetocrystalline
anisotropy. This spin-orbit interaction was applied within the
atomic spheres using the second variational method, which
allowed us to resolve the contributions of individual Fe
sublattices to anisotropy.

B. Hexaferrite samples

The studied powder samples of hexaferrites with a sub-
stitution of the large cation were prepared by the standard
ceramic process (for details see Refs. [16,31]). In the case of
the LaxSr1−xFe12O19 system, the samples covered the whole
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concentration range—five samples with x = 0, 0.25, 0.5,
0.75, and 1. For Nd and Pr substitutions, the single phase
limits are 0.375 for Pr and below 0.37 for Nd; we studied
the samples NdxSr1−xFe12O19 (x = 0.125, 0.250, and 0.300)
and PrxSr1−xFe12O19 (x = 0.125, 0.250, and 0.375). The
single-phase samples were characterized by powder XRD,
microscopy, electron-probe microanalysis, thermal analysis,
magnetic measurements, and Mössbauer spectroscopy [31].

C. 57Fe nuclear magnetic resonance experiments

Frequency-swept 57Fe NMR spectra were recorded in zero
external field at 4.2 K using spectrometer console Bruker
Avance and a home-made probe. The nuclear spin of 57Fe
is 1

2 and the magnetogyric ratio γ = 1.38 MHz T−1, so that
the resonance frequency corresponds directly to the local
magnetic field. A tuned and well matched resonance circuit in
the probe was used and special care was given to ensure reliable
intensities of NMR spectra in the whole frequency range.
The Carr-Purcell-Meiboom-Gill (CPMG) pulse sequence was
applied and the pulse lengths and amplitudes were set to excite
the signal of nuclei in the magnetic domains. Depending on
the sample composition, the required lengths of π

2 pulses
were 1.5–10 μs, the frequency step in spectra 10–50 kHz,
and the delay between scans 1–150 s. Spin echoes formed
within the CPMG sequence were detected and coherently
summed in the time domain. The signals obtained at individual
excitation frequencies were then Fourier transformed to the
frequency domain. To minimize the modulation of spectra by
T2 relaxation, only the first five recorded echoes were used for
evaluation. The final spectrum was constructed as an envelope
of the particular FT lines and a frequency correction 1/f 3 of
spectral intensity was applied.

III. RESULTS AND DISCUSSION

In the first part of this section, we describe how the state
with Fe2+ localized in 2a was reached in DFT calculations.
Then the results of calculations and experiments regarding the
localization are presented. The last part concerns magnetocrys-
talline anisotropy: its calculation, comparison with available
experimental data, and also discussion of the results.

A. Charge localization from DFT calculations

The GGA+U method improves the description of iron 3d

electron correlations and in the case of hexaferrites provides
correctly the insulating ground state, while with GGA, the
ground state would be almost metallic [25]. However, one
has to be careful when using the GGA+U method on complex
structures as there is a danger that an incorrect electron density
is stabilized by the applied orbital potential. The calculation
then becomes trapped in some local energy minimum, which
may depend on the starting conditions, the process of including
the orbital potential, or various parameters of the calculation
(e.g., mixing scheme). On the other hand, the fact that
GGA+U stabilizes (and amplifies) inequivalency and leads
to a charge disproportionation can be exploited in order to
search for energetic minima that a pure GGA calculation
would not reach. When more than one stable self-consistent
solutions are obtained, apparently, it is justified to choose the

one with the lowest total energy as the correct solution. Our
approach to obtain and evaluate such energy minima is thus
similar to the common practice for the calculation of magnetic
exchange interactions from the differences of the total energies
of states with different atomic spin configurations [32–35].
Instead of starting the self-consistent calculations with various
orientations of atomic spins, our procedure is more subtle:
calculations start with the same spin structure but we modify
the initial occupations of electronic states.

Local energy minima for La M-type hexaferrite (LaM)
LaFe12O19 were searched by arranging several different occu-
pations of valence electrons of Fe atoms in the initial electron
density. The calculation for each of these density templates
was then carried out without any further interventions in the
population matrices until it self-consistently converged using
GGA+U with Ueff = 4.5 eV. All calculations reached either a
solution corresponding to a delocalized scenario with all iron
atoms being Fe3+-like, or a solution having Fe2+ localized in
the 2a site, as was indicated by the lowered magnetic moment
of Fe(2a) in Table II. The latter, localized solution had the
total energy lower by ≈0.64 eV and thus was declared as the
ground state. Between two calculations with different starting
conditions but reaching the same type of solution only slight
variations of calculated quantities were observed (≈0.001 μB

in atomic moments and below 0.1 meV in total energy).
Such differences were not attributed to additional solutions
since they are close to the precision threshold of our DFT
calculations, which was estimated as ≈0.01 meV.

Analogous calculations were carried out for pure Sr, Nd,
and Pr hexaferrites, the mixed La/Sr hexaferrite, and also for
the La hexaferrite with the orthorhombic structure proposed
by Küpferling et al. [24]. For structures with a trivalent large
atom, we again found a delocalized and a localized solution,
the latter being energetically favorable. As expected, for Sr
hexaferrites, such calculations found only a single solution
with all Fe ions in a ferric state (Table II). Similarly to the
situation in La hexaferrites, for all structures with a trivalent
large cation, the localized solution was assigned to the ground

TABLE II. Magnetic moments (in μB units) and valences of atoms
in La and Sr M-type hexaferrites. The moments were calculated inside
generalized atomic volumes using the atoms-in-molecules (AIM)
method. The valence was obtained as the difference of the integrated
electronic charge inside the AIM volume and the atomic number Z.

magnetic moment (μB) valence

atom SrM LaM deloc. LaM loc. SrM LaM deloc. LaM loc.

Fe(2a) 4.20 4.12 3.63 1.84 1.76 1.42
Fe(2b) 4.11 4.11 4.11 1.77 1.76 1.76
Fe(4fIV) −4.11 −4.11 −4.10 1.79 1.78 1.77
Fe(4fVI) −4.15 −4.17 −4.17 1.86 1.85 1.85
Fe(12k) 4.20 4.16 4.22 1.82 1.77 1.82
O(4e) 0.42 0.40 0.42 −1.23 −1.24 −1.23
O(4f) 0.10 0.08 0.14 −1.24 −1.25 −1.25
O(6h) 0.03 0.04 0.04 −1.24 −1.23 −1.22
O(12k1) 0.10 0.08 0.06 −1.24 −1.25 −1.25
O(12k2) 0.21 0.14 0.15 −1.22 −1.23 −1.23
La/Sr(2d) 0.00 −0.02 0.00 1.65 2.15 2.15
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TABLE III. The formal valence states for all studied hexaferrite structures. The values were obtained by normalizing the valences (extracted
from AIM method) by a factor ≈0.62, which scaled the average charge of oxygen atoms to the value of −2, representing the oxidation state
O2−. Label of cation A stands for Sr, La, Nd, or Pr.

LaM PrM NdM LaSrM

atom SrM deloc. loc. deloc. loc. deloc. loc. atom deloc. loc.

Fe(2a) 2.99 2.84 2.30 2.87 2.35 2.91 2.58 Fe(2a) 2.92 2.70
Fe(2b) 2.87 2.84 2.85 2.84 2.86 2.84 2.86 Fe(2b′) 2.84 2.85

Fe(2b′′) 2.86 2.86
Fe(4fIV) 2.89 2.87 2.86 2.88 2.86 2.88 2.87 Fe(4f′

IV) 2.88 2.88
Fe(4f′′

IV) 2.89 2.88
Fe(4fVI) 3.01 2.98 2.99 2.99 2.99 2.99 2.99 Fe(4f′

VI) 2.99 2.99
Fe(4f′′

VI) 2.99 3.00
Fe(12k) 2.95 2.86 2.95 2.88 2.95 2.90 2.94 Fe(12k′) 2.94 2.94

Fe(12k′′) 2.87 2.93
A(2d) 2.67 3.47 3.49 3.28 3.38 3.13 3.21 Sr(2d) 2.67 2.67

La(2d) 3.49 3.50

state, while the delocalized solution was found approximately
0.5 eV higher in energy.

The valence states of Fe cations in hexaferrites can be
estimated from their calculated magnetic moments, since all Fe
cations are expected to be in high spin states, i.e., free iron ion
possessing a magnetic moment of 5 μB or 4 μB is nominally
Fe3+ or Fe2+, respectively. In a crystal, the calculated moments
are lower, because of the hybridization effect of iron 3d orbitals
with oxygen orbitals, which is a physically correct picture.
However, a fraction of the magnetic moment leaks out of the
atomic spheres, and thus is not attributed to any specific atom.
We avoid this undesired effect by using the AIM approach
[36], where for the purpose of evaluating the atomic valences or
magnetic moments, generalized atomic volumes are calculated
and used instead of the original atomic spheres. The valences
from the AIM analysis are presented in Table III. For easier dif-
ferentiation between Fe2+ and Fe3+ states we introduce formal
valence states obtained by normalizing the calculated atomic
charges by such a factor (≈0.62) that would bring the average
charge of oxygen ions to the value of −2, representing the
oxidation state O2−. These formal valence states for Fe atoms
in all calculated hexaferrites are displayed in Tables III and IV.

From a survey of Table III, one finds the Fe cations in the Sr
hexaferrite on average to possess a formal valence state 2.95,

TABLE IV. The formal valence states extracted from AIM
method are displayed for the orthorhombic structure of La hexaferrite
proposed by Küpferling et al. [24]. The values were obtained by
normalizing the valences (extracted from AIM method) by a factor
≈0.62, which scaled the average charge of oxygen atoms to the value
of −2, representing the oxidation state O2−.

atom deloc. loc.

Fe(4a) 2.72 2.39
Fe(4b) 2.81 2.84
Fe(8f1) 2.94 2.94
Fe(8f2) 2.97 2.97
Fe(8f3) 2.83 2.88
Fe(16h) 2.89 2.94
La(4c) 3.44 3.46

i.e., essentially Fe3+ states. As expected due to the presence
of an extra valence charge, the averaged formal valence state
of Fe in the La hexaferrite (2.88) is somewhat lower than in
the Sr hexaferrite and is practically the same for both localized
and delocalized solutions of the La hexaferrite. Roughly, half
of the extra charge is localized at lanthanum for both types of
solutions. In the case of the delocalized solution, the remaining
charge is distributed among Fe cations (especially in 2a and
12k sites) and oxygens. For the localized solution, however, the
excess charge is almost exclusively at the 2a sites, as indicated
by its reduced valence state. This behavior can be observed
also in data for NdM and PrM (Table III) and analogous charge
compensation is found also in the orthorhombic LaM structure
(Table IV). Furthermore, the localization, albeit a weak one,
can be observed also in the mixed (LaSr)0.5Fe12O19 (LaSrM)
hexaferrite (Table III). All these results indicate that the Fe2+

appears in the octahedral 2a sites regardless of the choice
of the trivalent large cation (La, Nd, or Pr). Moreover, this
localization effect is not inherent to the hexagonal structure:
Fe2+ is present (in 4a sites) also in the orthorhombic structure.

Besides the abrupt change of valence of Fe in 2a sites
(respectively, 4a in the orthorhombic structure) for all localized
solutions, we can notice differences also in delocalized
solutions. Compared to SrM, the valence states of Fe cations
in 2a and 12k sites of LaM are lower, while the other Fe
cations remain relatively intact. In the mixed structure LaSrM,
where the 12k sublattice splits into two, only the six Fe(12k′′)
cations, which are near the La3+ sites display such a difference.
In the delocalized state, the extra minority charge thus slightly
prefers the 2a sites and those 12k sites that are close to the
trivalent large cation.

B. Charge localization from 57Fe NMR experiments

Zero field 57Fe NMR spectra of the Sr hexaferrite, La,
Nd, and Pr substituted Sr hexaferrites, and the La hexaferrite
measured at 4.2 K are displayed in Fig. 2. The Sr hexaferrite
spectrum contains five lines corresponding to five sublattices
2b, 12k, 4fIV, 2a, and 4fVI (listed by increasing frequency).
With increasing concentration of La, Nd, or Pr, the local
environment of 57Fe nuclei is perturbed: the local symmetry
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FIG. 2. (Color online) 57Fe NMR spectra of the Sr hexaferrite
(x = 0), La, Nd, and Pr substituted Sr hexaferrites (x ∈ 〈0.125,0.75〉),
and the La hexaferrite (x = 1) measured at 4.2 K in zero external field.
Spectra are sorted with increasing concentration x of the trivalent
large cation from top to bottom; the weak resonance of 2b at lower
frequencies is scaled 10x.

of Fe sites is reduced by the substituent, which causes visible
line splitting for the neighboring Fe sites or line broadening
when the sites are further away. Additionally, these changes
manifest also as gradual shifts in resonance frequency; see the
shift of center of mass of 2b line in Fig. 3.

The spectra in the frequency range of 71–76 MHz no-
ticeably follow a common trend regardless of the type of
substituting atom. On the other hand, the Fe(2b) subspectrum
at lower frequencies differs for Nd and Pr substituted samples
from that of La substituted hexaferrite. This is attributed to the
fact that Nd and Pr both possess a magnetic moment. Since 2b
are the nearest iron sites to the large cation site (see Fig. 1),
the Fe(2b) resonance is visibly affected by an additional field
due to the interaction with the magnetic moment of Nd or Pr.
Analogous yet smaller differences can be observed in Fig. 2
(panel x = 0.25) for 12k and 4fVI spectral lines, as the 12k
and 4fVI sites are the next nearest neighbors to the large cation
site. And finally, the effect on 4fIV and 2a lines is negligible as
these sites are the most distant to the large cation in 2d site.

FIG. 3. (Color online) Shift of 2b line resonance frequency
(evaluated as a center of mass) in dependence on the concentration
of trivalent large cation. Lines are only a guide for the eye.

The resonance line of 57Fe in 2a sites is interesting, its
intensity diminishes with increasing concentration of La, Nd,
or Pr, while the resonance frequency remains rather constant.
The loss of 2a line intensity is attributed to the change of the
valence state of some of the Fe(2a) ions towards Fe2+ state.
Such a change is accompanied by a decrease of Fe 3d magnetic
moment, which in turn decreases the local hyperfine magnetic
field, i.e., the resonance frequency of 57Fe in Fe2+(2a) is
significantly shifted to lower frequencies with respect to the
position of 57Fe in Fe3+(2a). This is in accord with the results
of Mössbauer spectroscopy by Seifert et al. [31] who found the
hyperfine field of 57Fe in Fe2+(2a) approximately 10 T lower
than the field of 57Fe in Fe3+(2a) in Sr hexaferrites partially
substituted by La, Nd, Pr, or Sm at room temperature. At lower
temperatures, this difference increases to more than 20 T as
was observed by Grössinger et al. in a La hexaferrite [20].

Direct measurement of Fe2+ by 57Fe NMR is difficult, prob-
ably due to the rapid spin-spin relaxations and line broadening;
the formation of Fe2+(2a) is thus observed indirectly as a
decrease of the Fe3+(2a) intensity. Due to the overlap of some
of the spectral lines, the intensities were evaluated for groups:
(12k + 4fIV) and (2a + 4fVI). The intensity of (2a + 4fVI)
lines decreases linearly with increasing concentration of the
trivalent large ion while the intensity of (12k + 4fIV) remains
constant for all concentrations (Fig. 4).

Because of the La-Sr disorder, the 4fVI line is split into four
overlapping components with unknown asymmetric profiles,
therefore, a quantitatively reliable decomposition of the (2a +
4fVI) profile into contributions of the 2a and 4fVI sublattices
is not possible. From a qualitative comparison of spectral
profiles, it is evident that the observed decrease of the (2a +
4fVI) intensity is due to the decrease of the 2a line intensity.
From the dependence of NMR line intensities, we thus confirm
that at low temperatures, the Fe2+ cations form in 2a sites to
compensate the addition of trivalent substitution.

Apparently, the character of the changes is uniform re-
gardless of the type of used substitution, which is in a very
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FIG. 4. (Color online) Integral intensities of 12k + 4fIV and 2a +
4fVI resonance lines depending on the concentration of the trivalent
large cation. Lines correspond to nominal numbers of Fe3+ atoms
per formula unit A3+

x Sr1−xFe12O19 for the scenario with the Fe2+

cation occupying the 2a sites, i.e., eight atoms for 12k + 4fIV and
3 − x atoms for 2a + 4fVI. The total integral intensities of the four
considered spectral lines were normalized to 11 − x.

good agreement with our calculations for structures with a
trivalent A3+ large cation. The calculated La, Nd, and Pr
hexaferrites exhibit a ground state with localized Fe2+, while
the other Fe ions remain ferric. The NMR and DFT results
are also consistent in finding that the number of ferric ions
in the 2a sublattice changes gradually with concentration x.
Although only one structure with a mixed content of La and
Sr is available from calculations (see Table III), the formal
valence state of its Fe(2a) is between the values of Fe3+(2a) in
SrM and Fe2+(2a) in LaM.

The linear decrease of Fe3+(2a) intensity in our NMR
spectra also indicates that the distribution of Fe2+ in the
2a sublattice is rather static at low temperatures. Significant
fast electron hopping within the 2a sublattice would induce
a gradual decrease of resonance frequency with increasing
concentration of substitution because of the decrease of the
local field—the observed field would have been the weighted
average of Fe2+ and Fe3+ fields. Such a rapid shift of the 2a
line frequency with increasing concentration of substitution
is not observed in our NMR spectra. Furthermore, the NMR
relaxation times would be shortened due to the increasingly
ferrous character of ions, which is again not the case as the
relaxation times of the 2a line do not significantly differ
from the values of other resonance lines. Therefore we can
conclude that there are well defined ferric and ferrous ions in
the 2a sublattice and their arrangement at low temperatures
does not change significantly on the time scale of at least
100 μs (typical duration of performed NMR experiments at
T = 4.2 K). While these findings are in agreement with the
Mössbauer measurements of Seifert et al. [31] performed on
the same set of samples, they are in contrast with the 57Fe
NMR results by Küpferling et al. [24] who reported no loss of
2a intensity (up to xLa = 0.3).

C. Calculation of magnetocrystalline anisotropy

The magnetocrystalline anisotropy of La and Sr hexaferrites
was calculated within the force theorem approach as described
in Sec. II. The energy of magnetocrystalline anisotropy was
evaluated as EMA = E⊥ − E||, where E|| stands for the
total energy with the direction of the magnetization in the
hexagonal axis, while E⊥ denotes the averaged energy of
calculations with the magnetization in the hexagonal plane. In
our calculations, the variations of such in-plane total energies
were more than two orders of magnitude lower than EMA, in
agreement with the uniaxial character of anisotropy in M-type
hexaferrites.

In practice, EMA consists of two parts: a contribution arising
due to the presence of spin-orbit coupling and a contribution
resulting from the interaction of an atomic moment with the
dipolar magnetic field of atoms in the whole crystal. The first
contribution was calculated using a second-variational method
(as implemented in WIEN2K), which included the spin-orbit
interaction within the atomic spheres. In calculations of unit
cells with periodic boundary conditions, the evaluation of the
latter (dipole-dipole) contribution reduced to the summation
of atomic contributions within a Lorentz sphere—in our case,
the value of this dipolar contribution was well converged for
a sphere with a radius of 256 atomic units. The total magnetic
anisotropy energies as sums of both contributions in units of
meV/unit cell are displayed in the bottom row of Table V. In
all studied cases, the dipolar anisotropies were of the order
of 1–10 μeV/unit cell, i.e., two or more orders of magnitude
smaller than the contribution due to spin-orbit interactions.

The calculated energy of the magnetocrystalline anisotropy
of the Sr hexaferrite, EMA = 0.78 meV/unit cell (Table V),
corresponds to an anisotropy constant K1 = 0.18 MJ/m3

(roughly half of the experimental value 0.33 MJ/m3,
Refs. [37,38]) and is in a good agreement with the value
0.84 meV/unit cell calculated by Liyanage et al. using DFT
with PAW potentials [15]. The anisotropy calculated for the
localized solution of La hexaferrite is two times higher than
that of the Sr hexaferrite, while the delocalized solution of the
La hexaferrite has an anisotropy two times weaker than SrM.
The localized solution of the La hexaferrite has thus more than
four times higher calculated anisotropy than the delocalized

TABLE V. The contributions of individual iron sublattices to the
magnetocrystalline anisotropy energy EMA were calculated for the
studied La and Sr hexaferrites. Due to the reduced symmetry when
the magnetization is along [100], the 12k sites split with ratio 4:8 into
two species 12k1 and 12k2.

EMA of sublattice (meV/cell) EMA per atom (meV)

atom SrM LaM loc. LaM deloc. SrM LaM loc. LaM deloc.

Fe(2a) −0.01 1.11 0.66 −0.01 0.56 0.33
Fe(2b) 0.48 0.24 0.42 0.24 0.12 0.21
Fe(4fIV) 0.04 −0.02 0.00 0.01 0.00 0.00
Fe(4fVI) −0.02 0.02 0.00 −0.01 0.01 0.00
Fe(12k1) 0.09 0.17 0.03 0.02 0.04 0.01
Fe(12k2) 0.20 0.03 −0.75 0.02 0.00 −0.09
total 0.78 1.55 0.37
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solution. This result can be confronted with the experimental
estimation of magnetocrystalline anisotropy by Grössinger
et al. [20] who measured the temperature dependence of the
anisotropy field of La and Sr hexaferrite powders. While for
the Sr hexaferrite the authors found an anisotropy field of
around 2 T which is almost constant up to 500 K, the La
hexaferrite displayed a relatively monotonous decrease of the
field from ∼4 T at low temperatures to ∼1.2 T at 500 K. Similar
results were obtained already by Lotgering [19] for Ba and La
hexaferrites. Despite the fact that our calculations correspond
to temperature 0 K and a proper description would go beyond
DFT, we draw a simple picture of the localization process with
temperature. At low temperatures, the scenario corresponding
to the localized Fe2+(2a) solution calculated as the ground state
is realized with a well established arrangement of Fe2+(2a)
ions—in accordance with the observation of no dynamics of
the extra valence electron by our NMR experiments. With
increasing temperature, the state corresponding to the delo-
calized solution appears and dominates at high temperatures,
which in effect substantially reduces the anisotropy of the La
hexaferrite. In the Sr hexaferrite, there is no such transition and
the anisotropy remains relatively temperature independent.

The calculated magnetocrystalline anisotropies can be
analyzed further by a decomposition into contributions of
individual Fe sublattices—since the spin-orbit interaction is
enabled only within an atomic sphere, the decomposition can
be achieved by including the spin-orbit interaction selectively
on sets of atoms. We adopt an approach where the anisotropy
energy due to the presence of spin-orbit coupling consists of
“on site” (single ion), which is determined by the interaction
of the orbital moment with the surrounding crystal field and
is usually a dominant term, and “off site” contributions,
which comprise the pairwise (e.g., pseudodipolar) interactions
of orbital moments of neighboring atoms. We can thus
evaluate the contribution of a given Fe sublattice from energies
calculated with spin-orbit enabled on all atoms, including the
particular Fe, and on all but the particular Fe atom (for details
see Appendix).

The calculated contributions of Fe sublattices to EMA are
displayed in Table V. In the Sr hexaferrite, the largest contri-
bution arises from the single-ion contribution of Fe(2b). The
anisotropic character of 2b bipyramidal site is expected from
the geometry of the oxygen hexahedron—strong elongation
along its local axis (parallel to hexagonal axis of the unit
cell) imposes large single-ion contribution to the uniaxial
anisotropy. When considering EMA per atom, the anisotropies
of other Fe sublattices in SrM are almost an order of magnitude
weaker than the anisotropy of Fe(2b), however, their total
contribution is not negligible due to the larger number of atoms
in the respective sublattices, especially in the case of Fe(12k).
These outcomes are in accord with the generally accepted
notion that the anisotropy in Sr and Ba hexaferrites is mainly
due to the Fe(2b) contributions but also due to contributions
of other Fe ions [8–10], although our results differ in the sign
of 12k anisotropy from those obtained by means of a point
charge model for the crystal field [9].

Despite the substitution of La for Sr in close vicinity to
2b sites, the contribution of Fe(2b) to the anisotropy remains
large also for both La solutions. A considerable increase of
anisotropy is, however, observed in the La hexaferrite due to

the contribution of localized Fe2+(2a) ions, whose calculated
single-ion anisotropy is 1.19 meV (the contribution from the
pair term is −0.08 meV).

In the delocalized solution for LaM, the extra valence
charge is distributed among several sites, mainly Fe(2a) and
Fe(12k), as is evidenced by the reduced (formal) valences
compared to SrM (in Table III). As a consequence, the Fe(2a)
and Fe(12k) contributions to anisotropy are substantially
reduced. The single-ion contribution of Fe(2a) reduces to
0.87 meV (the pair-interaction term is −0.21 meV) and for
Fe(12k) the single-ion term even becomes negative, −0.68
meV (the pair-interaction term is −0.07 meV).

The following text qualitatively explains the values of
Fe2+(2a) and Fe(12k) contributions from considerations of the
site symmetry and charge density plots. In case of Fe2+(2a),
the single-ion contribution to anisotropy can be understood
within the crystal-field theory [39]. The orbital moments of
Fe are largely quenched and the orientation of 3d orbitals is
governed by the crystal field, to which the spin-orbit interaction
is only a small correction in iron oxides. For the 2a site, the
3d energy levels of Fe2+ are split by the octahedral crystal
field into lower a lying triplet and a doublet. The triplet is
further split by the trigonal component of the crystal field to
a singlet and a doublet—their position in energy depends on
the character of the trigonal distortion. The decomposition
of charge within the atomic sphere of Fe(2a) reveals that
in our case it is the singlet: the extra electron is contained
predominately within the dz2 orbital. This can be depicted by
plotting the difference of charge density between the localized
and the delocalized solutions [Fig. 5(b)]. Contrary to the
typical setting of local axes in octahedron, here, the axes do not
point toward the oxygen ligands: the distorted octahedron of
the 2a site possesses trigonal symmetry with the z axis parallel
to the global hexagonal axis of the crystal. The ground state
of Fe2+(2a) is the dz2 singlet and its orbital moment (as well
as orbital moments of other Fe) remains nearly quenched by
the crystal field—all the calculated Fe orbital moments are
of the order of 0.01 μB. For the orbital singlet dz2 , even a
weak spin-orbit coupling will act against the deviation of the
atomic moment of the 2a iron from the trigonal axis induced
by the crystal field, and as a consequence, the ion significantly
increases its single-ion contribution to the anisotropy [39].

For the delocalized solution of LaM, however, the excess
minority charge is smeared over various sites—notably the
occupation of Fe(2a) minority band is reduced while the
occupation of Fe(12k) minority band increases. This in turn
decreases the large anisotropy contribution of Fe(2a) and also
strongly affects the anisotropy of Fe in the 12k sites. Compared
to 2a, the octahedron of the 12k site has low symmetry and
an analysis analogous to the 2a case would be complicated.
We thus refer only to the density plots in Fig. 5. The partial
electronic charge at the 12k sites forms irregular and quite
generally oriented clouds [see dark blue structures in Fig. 5(c)]
with one dimension noticeably shorter than the other two.
When the magnetization is set in the [100] direction, the 12k
sites split into two groups 4:8. For the first group of four sites,
12k1, the charge clouds are favorably oriented with respect
to both considered directions of magnetization [100] and
[001], thus the single-ion contribution to anisotropy is almost
zero. While for the eight 12k2 sites the clouds are slightly
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FIG. 5. (Color online) The area of the greatest difference be-
tween the localized and the delocalized solution of La hexaferrite.
To construct the isosurface plot, the charge density of the delocalized
solution was subtracted from that of the localized solution. Light
green corresponds to areas where the charge density of the localized
state is higher than the density of the delocalized state, while dark
blue color corresponds to areas where the density of the delocalized
state prevails. The isosurface level is 0.004 a−3

0 (a0 is Bohr radius).
(a) View of the hexagonal unit cell in perspective corresponding
to Fig. 1. (b) The detail of the 2a site with a neighboring oxygen
octahedron and (c) the detail of three of the 12k sites with one
neighboring oxygen. These sites are the only sites in the unit cell
where any significant difference between localized and delocalized
solutions is visible.

more prolate towards the [100] direction, which implies a
negative contribution to EMA. The total contribution due to
the minority charge on the 12k is thus negative, which is
responsible (together with decrease of positive 2a contribution)
for the reduction of overall anisotropy in the delocalized La
hexaferrite.

We make a note concerning the accuracy of the presented
anisotropy results with respect to the used k mesh and Ueff .
Quite surprisingly, a relatively small number of k points was
needed for sufficient convergence of the calculated anisotropy,
however, the k mesh used in this work (7 × 7 × 1) is consistent
with other calculations of anisotropy in Sr hexaferrites [15,40].
Liyange et al. [15] used a 7 × 7 × 1 mesh for the calculation
of anisotropy in Zn- and Sb-doped Sr hexaferrites, and Feng
et al. [40] used an 8 × 8 × 1 mesh for the case of Ti- and
Co-doped Sr hexaferrite. This is due to the fact that the studied
hexaferrites are relatively insulating (calculated gap ∼2 eV)
and the occupied Fe 3d states are quite localized.

Also, we point out that our calculated anisotropy is sensitive
to the value of Ueff . With increasing Ueff , the occupied 3d states
become more localized and the orbital moments are reduced,
which in turn reduces the anisotropy. Varying the value of

FIG. 6. (Color online) Dependence of calculated EMA of Sr hex-
aferrite on applied Ueff . The inset displays an analogous dependence
for the calculated orbital moments.

Ueff in the range 3–6 eV, which are reasonable values for iron
oxides, induces monotonous changes to the orbital moments
and anisotropies by ≈20% (see Fig. 6). The trend scales in the
same way for all Fe ions, therefore, we believe this dependence
on Ueff does not impair our conclusions, at least in a qualitative
level.

IV. CONCLUSIONS

The ground state with Fe2+ localized in 2a sites and an
excited state with the charge delocalized were realized in
calculations of the electronic structure of La, Nd, and Pr
hexaferrites, and the localized state was observed in the spectra
of 57Fe nuclear magnetic resonance at 4.2 K. The preference
of the extra valence charge for 2a sites was found independent
on the type of the trivalent cation A3+ (A = La, Nd, and
Pr). Apparently, the fraction of Fe3+(2a) ions increases with
increasing concentration of A3+ in the Sr hexaferrite, and at
low temperatures the arrangement of ferric and ferrous ions
within the 2a sublattice is static.

The magnetocrystalline anisotropy of Sr and La hexaferrites
was calculated within the force theorem approach. For La
hexaferrite with localized Fe2+(2a), the calculated anisotropy
is twice the value of the Sr hexaferrite, while the La
hexaferite with delocalized electrons has half the value of
the Sr hexaferrite, which is in agreement with the temperature
dependence of anisotropy fields obtained in experiment [20].
From calculations of the individual Fe sites contributions to
the anisotropy, we conclude that the increased anisotropy of
the La hexaferrite at low temperatures is due to the single-ion
contribution of 2a sites; the contributions of Fe in 2b remain
appreciable in all cases. The Fe ions in 2a and 12k sites are the
most affected by delocalization and are thus responsible for
the decrease of anisotropy in La hexaferrites with increasing
temperature.
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APPENDIX: CALCULATION OF ATOMIC
CONTRIBUTIONS TO MAGNETOCRYSTALLINE

ANISOTROPY

The energy relevant for the anisotropy due to the presence
of spin-orbit coupling can be expressed as (n is the direction
of magnetization)

E(n) = Eion(n) + Epair(n), (A1)

where Eion(n) represents the “on-site” contribution to
anisotropy (single-ion contribution), and Epair(n) denotes all
“off-site” contributions appearing due to spin-orbit interaction
(all pair interactions that may contribute to anisotropy, e.g.,
pseudodipolar interaction).

The single-ion contribution is a simple sum of all N

individual atomic contributions ei ,

Eion(n) =
N∑

i=1

Eion
i (n), (A2)

while the pair interactions take the form

Epair(n) = 1

2

N∑
i 
=j

Pijμi(n)μj (n), (A3)

where P is a tensor describing these pair interactions and
μi and μj are the magnetic moments of ith and j th atoms.
The spin component of μi and μj is virtually unaffected
by enabling of the spin-orbit interaction non-self-consistently,
while the orbital momentum at a given atom emerges in the
calculations only when the spin-orbit interaction is enabled for
the atom. As a consequence, the vast majority of Epair(n) is in
fact isotropic and the anisotropy is due to orbital moments
emerging when the spin-orbit interaction is present at a
given atom. Therefore in calculations, when the spin-orbit
is disabled for a particular atom, such an atom does not
contribute to anisotropy through the pair interactions. Here, by
“atom” we mean one particular sort of equivalent atoms; any
contribution from pair interactions within such a sort of atoms
cannot be further distinguished from the on-site (“single-ion”)
contribution to anisotropy. (However, such a contribution
cancels out if the pair of equivalent atoms possesses a center
of inversion.)

The magnetocrystalline anisotropy energy (due to spin-
orbit interaction) for the whole hexaferrite cell is thus the
difference of E(n) for n along and perpendicular to the

hexagonal axis:

EMA = E⊥ − E|| =
N∑
i

(
E

ion,⊥
i − E

ion,||
i

)

+ 1

2

N∑
i 
=j

(Pijμ
⊥
i μ⊥

j − Pijμ
||
i μ

||
j ) = Eion

MA + E
pair
MA.

(A4)

Such quantity is calculated when the spin-orbit interaction
is enabled for all atoms. In order to evaluate the individual
contributions, one has to disable the spin-orbit interaction on
some of the atoms and compare the results.

When the spin-orbit interaction is enabled only for kth
atomic sphere and disabled for the rest, we obtain the energy

E
(1)
MA,k = (

E
ion,⊥
k − E

ion,||
k

) = Eion
MA,k; (A5)

the pair-interaction term vanishes, since only the kth orbital
moment is nonzero; thus we calculate only the single-ion
contribution.

To obtain the pair-interaction contribution, the setting can
be inverted, i.e., we can calculate the energy for the situation
with spin-orbit interaction disabled for the kth atomic sphere
and enabled for the rest. Then, we get the contribution of kth
atom by subtracting this energy from the energy EMA where
the spin-orbit interaction was enabled for all atoms:

E
(2)
MA,k = EMA −

⎛
⎝

N∑
i 
=k

(
E

ion,⊥
i − E

ion,||
i

)

+ 1

2

N∑
i 
=j ;i,j 
=k

(
Pijμ

⊥
i μ⊥

j − Pijμ
||
i μ

||
j

)
⎞
⎠

= E
ion,⊥
k − E

ion,||
k + 1

2

N∑
i 
=k

(Pikμ
⊥
i μ⊥

k − Pikμ
||
i μ

||
k )

+ 1

2

N∑
j 
=k

(Pkjμ
⊥
k μ⊥

j − Pkjμ
||
kμ

||
j )

= Eion
MA,k + 2E

pair
MA,k. (A6)

While the E
(1)
k was lacking the pair-interaction contribution,

E
(2)
k contains it twice.
The pair-interaction contribution to anisotropy can now be

expressed as

1
2

(
E

(2)
k − E

(1)
k

)
. (A7)

Eventually, the contribution of kth atom to the magnetocrys-
talline anisotropy (arising due to spin-orbit interaction) is
calculated as

Ek = 1
2

(
E

(1)
k + E

(2)
k

)
. (A8)
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1. Introduction

Hyper�ne interactions are highly sensitive to local
crystal and magnetic structure, and therefore, signi�cant
changes of hyper�ne �elds are expected under lattice de-
formations. Current electronic structure calculations are
well suited for studying how the structural changes and
crystal properties are linked, and thus can serve as a
tool for interpretation and better understanding of ex-
perimental results. Nuclear magnetic resonance experi-
ments in thin �lms of Sr hexagonal ferrite with lattice
mismatch [1] have shown that additional mechanisms
other than macroscopic demagnetization �eld contribute
to the resulting spectrum. In this work we employ den-
sity functional theory calculations to study the changes
of hyper�ne interactions with lattice deformations of Sr
and Ba M-type hexaferrites.
The hyper�ne �eld is the sum of �elds created by inter-

actions of the nucleus with dipolar and orbital moments
of on-site electrons and by Fermi contact interaction of
s electrons with the nucleus, which is usually the domi-
nant term for iron. The s electrons of iron are polarised
by the on-site unpaired 3d electrons, and especially 4s
are also strongly in�uenced by the neighbouring oxygens
and irons.

2. Method

Density functional theory calculations of Sr and Ba
hexaferrites were performed using the full-potential, aug-
mented plane waves with local orbital method as imple-
mented in the WIEN2k code [2]. The radii of atomic
spheres were chosen as 2.0 a.u. for Fe, 2.5 a.u. for Sr and
Ba atoms and 1.45 a.u. for oxygens (1 a.u. ≈ 0.529 Å).
In the wave function expansion maximum value of L was
set to Lmax = 10 inside the atomic spheres, while for
plane wave cut o� in the interstitial space RMT×Kmax =
6.0 was used. The charge density Fourier series was trun-
cated at Gmax = 16

√
Ry and the k-point sampling of

*corresponding author; e-mail: vojtech.chlan@mff.cuni.cz

the irreducible Brillouin zone was 7 × 7 × 1. For the
exchange-correlation functional we employed the GGA
variant of Perdew, Burke and Ernzerhof [3], and the ro-
tationally invariant version of the LDA+U method of
Liechtenstein et al. [4] with the GGA instead of LSDA
exchange-correlation potential and with single parameter
Ueff = U − J = 4.5 eV applied to iron 3d orbitals.
For Sr and Ba hexaferrites we calculated structures

with various volumes and c/a ratios near the equilib-
rium values. In each structure with given volume and
c/a ratio the coordinates of atomic positions were re-
laxed with respect to minimizing the total energy and
atomic forces. Subsequently, the spin�orbit coupling was
introduced with magnetization parallel to the hexagonal
axis in order to calculate the orbital and dipolar con-
tributions to the hyper�ne �eld on irons. The contact
hyper�ne �elds on iron nuclei were evaluated using a
semi-empirical method [5] based on calculated magnetic
moments of 3d and 4s electrons of the Fe atoms. In ad-
dition to hyper�ne �elds, the dipolar �elds on iron nuclei
due to dipole�dipole interaction with the o�-site atomic
moments were calculated by direct summation within a
sphere of radius 256 a.u.
Space group of M-type hexaferrite, LFe12O19, is

P63/mmc. Large cations (L = Ba or Sr) are in 2d sites,
ferric cations occupy �ve di�erent crystallographic sites:
octahedral 2a, 4f2 and 12k, tetrahedral 4f1 and bipyrami-
dal 2b. Oxygens occupy �ve non-equivalent sites 4e, 4f,
6h, 12k1, and 12k2. The magnetic structure is collinear
ferrimagnetic with easy direction of magnetization along
the hexagonal axis. The magnetic moments of Fe(f1)
and Fe(f2) are oriented opposite to those of Fe(k), Fe(a)
and Fe(b).

3. Results and discussion

The dependences of total energy on c/a ratio and on
volume (Fig. 1) were studied in the range of 5% change of
volume and 15% of c/a, while the symmetry of the struc-
ture was kept unchanged. The calculated equilibrium
lattice parameters, i.e., parameters of structure with the
minimum total energy, are displayed in Table I together
with experimental values. Di�erence between the experi-
mental [6, 7] and the calculated unit cell volume (4.7% for

(594)
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SrM and 6.0% for BaM) is expectable since the gradient
correction acts as an isotropic negative pressure, and thus
GGA overestimates the volume by several percent [8].
Very good agreement of c/a ratio was reached for SrM,
while the di�erence is larger yet below 1% for BaM.

Fig. 1. Plot of total energy in dependence on unit cell
volume and c/a ratio for Sr and Ba hexaferrites. Black
dots represent structural parameters of the actual cal-
culations. The step in energy, represented by lines and
colour change, is 25 meV.

TABLE I

Calculated and experimental (at 4.2 K) lattice parame-
ters, volumes and c/a ratios.

Structure a [Å] c [Å] V [Å3] c/a

SrM (calc.) 5.9618 23.3533 718.85 3.9171
SrM (exp.) [6] 5.8758 22.958 686.43 3.9072
BaM (calc.) 5.9941 23.4315 729.09 3.9091
BaM (exp.) [7] 5.865 23.099 688.11 3.9385

Of interest are dependences of hyper�ne �elds on either
volume or c/a ratio. Since these are not entirely indepen-
dent (e.g., for high c/a deformation the most favourable
volume is slightly di�erent from the equilibrium value),
we constructed the dependences as paths with minimum
energy: in each point of dependence on volume we used
the c/a ratio with minimum total energy and vice versa.
How the hyper�ne �elds on iron nuclei react to changes
of volume or c/a ratio is plotted in Fig. 2. The hyper�ne
�elds on 57Fe nuclei show varying dependences on c/a ra-
tio, while the volume dependences are weak � only Fe(b)
�eld displays mild decrease with increasing volume.
By analysing separately the dependences of individual

contributions to hyper�ne �eld on performed deforma-
tions, we found that the contribution of core 1s, 2s and
3s electrons to contact �eld, orbital and dipolar terms
and lattice dipolar �eld exhibited variations below 1%.
On the other hand, the contact �eld due to the valence
4s electrons varied dramatically and was almost solely
responsible for all observed changes. For explanation we
analysed the impact of deformation on the local structure
in more detail.

Fig. 2. Absolute values of the total hyper�ne �elds on
iron nuclei are displayed in dependence on volume and
c/a ratio of the unit cell for Ba and Sr hexaferrites.

The contribution of 4s electrons to the contact �eld
arises due to supertransferred hyper�ne �eld (STHF) and
polarisation e�ects originating in Fe�O covalence [9, 10].
The STHF is produced by overlap of the Fe s states with
oxygen orbitals (polarised by the transfer to unoccupied
3d states of neighbouring Fe) and by the electron trans-
fer from 3d shell of the neighbouring Fe via shared oxy-
gen ligand. Both transfers enhance the density of spins
antiparallel to the 3d spins, and therefore, the STHF in-
creases the total hyper�ne �eld. The oxygen in�uence
manifests also by two transfers: from oxygen neighbour
to empty Fe 3d orbital and from oxygen to Fe 4s or-
bital. The �rst transfer must be weak in our case since
the core contributions are almost intact. The latter one,
however, produces strong polarisation directed opposite
to the core contributions, thus e�ectively reducing the
total hyper�ne �eld.
In order to evaluate the impact of these contributions

on hyper�ne �elds we have to analyse the geometry of the
surroundings of the particular iron. The strong e�ect of
Fe�O covalency on the hyper�ne �eld is governed by the
interatomic distance, while the STHF is in�uenced by
the local geometry in a more subtle way, but in analogy
with superexchange interaction. This allows us to limit
our analysis to such Fe�O�Fe triads, where there is some
substantial exchange interaction present. The triads in
question are Fe(a)�O(k1)�Fe(f1), Fe(b)�O(h)�Fe(f2), and
Fe(f2)�O(k2)�Fe(k) where the exchange is very strong,
Fe(f1)�O(k1)�Fe(k) and Fe(f1)�O(f2)�Fe(k) with inter-
mediate strengths and perhaps also Fe(b)�O(e)�Fe(k)
with rather a weak exchange interaction [11]. Table II
lists how geometric properties of these triads develop
throughout the full range of applied c/a deformation and
in the following text we discuss how these changes a�ect
the hyper�ne �elds. The analysis is done for SrM since
the results for BaM are the same in essence.
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TABLE II

Nearest neighbours and their numbers are displayed, to-
gether with percentage changes to bond lengths and an-
gles in Fe�ONN-FeNN triads due to 15% increase of c/a
ratio of Sr hexaferrite. Triads with intermediate or weak
superexchange interaction are in parenthesis. ∗) denotes
equilibrium Fe-O distances.

Fe # ONN

Fe�ONN

dist. ∗)

[Å]

Fe�ONN

change
[%]

#
FeNN

ONN

�FeNN

change
[%]

Triad
angle
change
[%]

a 6 O(k1) 2.0315 +0.5 6 f1 �1.1 �6.9

b
3 O(h)
2 O(e)

1.8808
2.2875

�3.2
+14.3

6 f2
(6 k)

+1.5
�2.0

�3.0
+6.5

f1
1 O(f) 1.9200 +3.1 (3 k) �0.8 +3.4

3 O(k1) 1.9264 �1.1
3 a
(6 k)

+0.5
+1.2

�6.9
+3.7

f2
3 O(h)
3 O(k2)

2.0828
1.9937

+1.5
�1.4

3 b
6 k

�3.2
+0.3

�3.0
+2.3

k

1 O(e)
1 O(f)
2 O(k1)
2 O(k2)

2.0079
2.1140
2.1414
1.9533

�2.0
�0.8
+1.2
+0.3

(1 b)
(1 f1)
(3 f1)
2 f2

+14.3
+3.1
�1.1
�1.4

+6.5
+3.4
+3.7
+2.3

Small expansion of Fe(a) oxygen octahedron weakens
slightly the covalence of the Fe�O bond and increases the
total hyper�ne �eld. This is however compensated by re-
ducing of the STHF: lowering of the angle and increase of
its bond-length asymmetry weakens the exchange polar-
ization from neighbouring Fe(f1). The resulting change of
the contact �eld thus should be small, which is in agree-
ment with constant dependence in Fig. 2.
In case of Fe(b) the three already very short Fe(b)�

O(h) bonds become even shorter and more covalent,
while the in�uence of distant O(e) can be neglected.
The STHF from Fe(b)�O(h)�Fe(f2) triad is reduced due
to lower angle and increase of the asymmetry, and ad-
ditionally, the weak negative e�ect to STHF from Fe(k)
diminishes. All these e�ects add up and reduce strongly
the total �eld of Fe(b).
Polyhedra of f1 and f2 irons deform substantially, how-

ever, the e�ects of Fe�O covalence quite precisely com-
pensate. The change of the total �eld is thus determined
by STHF, which is lowered for f1 due to weakening of
Fe(f1)�O(k1)�Fe(a) polarisation and raised for f2 since
the polarisation from Fe(k) is enhanced whereas the po-
larisation from Fe(b) is diminished only slightly.
For Fe(k) the in�uences of oxygen transfer again com-

pensate and the prevailing STHF is increased due to im-
proved interactions with f1 and f2 � in agreement with
increase of the total hyper�ne �eld on Fe(k) in Fig. 2.
Analogous discussion for volume deformation is more

straightforward. The oxygen polyhedra are in�ated and
Fe�O distances increase by 1.7% on average, which de-
creases the covalence character of the bond and thus de-
creases the polarization of 4s electrons. However, this is

quite well compensated by lower STHF due to stretching
of the Fe�O�Fe triads, with exception of Fe(b) where
the bipyramid also elongates with increasing volume, and
thus the hyper�ne �eld slightly decreases, similarly as for
c/a deformation.
Our qualitative analysis can also explain why in NMR

experiment the hyper�ne �eld of Fe(b) in BaM is by 0.9 T
lower than �eld in SrM at 4.2 K [12]. The bipyramid
in BaM is more expanded than in SrM: the key distance
Fe(b)�O(h) is 1.8904 Å (1.8807 Å for SrM). In SrM struc-
ture such value would correspond to c/a ratio lower by
−1.5% which would have the hyper�ne �eld lower by
about 1.4 T.

4. Conclusions

Lattice deformations of Sr and Ba hexaferrites lead to
changes in valence part of the contact hyper�ne �eld,
which were explained by analysing the connection be-
tween geometry of the Fe�O�Fe triads and polarisation
e�ects originating in Fe�O�Fe supertransfer and Fe�O
covalence.
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a b s t r a c t

Nuclear magnetic resonance (NMR) in Y-hexaferrite system (Ba1�xSrx)2Zn2Fe12O22 was measured on

both monocrystalline and polycrystalline samples at liquid helium temperature. Corresponding ab-initio

calculation of the hyperfine parameters was also performed. The signal from 57Fe was detected in the

frequency interval 65–76 MHz, while NMR spectrum of 67Zn nuclei occurs between 15 and 30 MHz. Due

to the disorder in two tetrahedral sublattices occupied partly by Zn and partly by Fe, the NMR lines are

broad and the spectra are poorly resolved. Comparison between the experimentally observed 67Zn

spectra and the spectra modelled using the calculated hyperfine parameters was made. It indicates that

the spectra of 67Zn can be used to determine the distribution of Zn and Fe between the two tetrahedral

sublattices.

& 2009 Elsevier B.V. All rights reserved.

1. Introduction

Discovery of ferroelectricity in a Y-type hexaferrite system
(Ba1�xSrx)2Zn2Fe12O22 for x ¼ 0.75 was reported in [1]. In the zero
magnetic field Ba0.5Sr1.5Zn2Fe12O22 is a nonferroelectric insulator
with noncollinear spin arrangement. In the applied field it
undergoes several phase transitions and some of the phases
exhibit ferroelectricity. The magnetic transition temperature is
�326 K and the phases that exhibit the ferroelectricity persist up
to the room temperature. Thus in principle, the system may
possess both magnetism and ferroelectricity above the room
temperature. This promises important applications, but two
problems hinder them. First, the electrical conductivity that
increases with increasing temperature prevents the ferroelectri-
city above E130 K. Second, the occurrence of the ferroelectricity
is rather susceptible to the composition and details of the
preparation.

The crystal structure of the Y-type hexaferrite consists of the
spinel (S) and T blocks alternating along the hexagonal axis
(Fig. 1). The iron occupies fully four octahedral sublattices,
tetrahedral sublattice in the S block contains fraction g of Zn and
1�g of Fe, while the opposite holds for the tetrahedral sublattice of
the T block. Neutron diffraction carried out recently on a number of
single crystals with 0oxo0.8 [2] yielded g between 0.65 and 0.82,
though other values of g were reported earlier (see [3] for a list).

Our recent calculations [3,4] of the electronic structure indicated
that the occurrence of ferroelectricity, and to a smaller extent also
the electrical conductivity, are sensitive to the value of g.
Theoretical prediction is that for multiferroicity to occur g should
be close to 1

2. The distribution may be, at least in principle,
changed by a thermal treatment, but a reliable experimental
method is needed to determine the change of g. Nuclear magnetic
resonance (NMR) is well suited for this purpose, as the NMR lines
originating from nuclei in different sublattices will have different
resonance frequency and the integrated signal is proportional to
the number of resonating nuclei. The purpose of this work is to
study NMR in the (Ba1�xSrx)2Zn2Fe12O22 in order to find out
whether NMR could be used to determine g. In this paper our
attention is focused on the x ¼ 0 compound, though the
compositions close to Sr concentration for which the multiferroic
behavior occur were also studied. The Ba2Zn2Fe12O22 compound
was chosen because there is no disorder in the sublattice of the
large cations and the spin arrangement is collinear, making the
analysis of the NMR spectra simpler.

2. Experimental

Powder samples have been prepared by the Pecchini process:
using solution of metal ions prepared by decomposition of
Fe(NO3)3 �9H2O, BaCO3, SrCO3 and ZnO, mixed with citric
acid–diethylenglycol solution clear and transparent gel has been
obtained. This polymeric gel has been converted into crystalline
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powder by proper heat treatment. Single-crystal samples have
been prepared by a Na2O–Fe2O3 flux technique in Pt crucibles [5].

The NMR spectra were measured by the spin-echo method
using the phase-coherent pulse spectrometer with averaging
technique and Fourier transform. The signal-to-noise ratio was
significantly improved by using the Carr–Purcell pulse sequence.

A strong NMR signal was detected at 4.2 K and zero external
field for frequencies between 65 and 78 MHz. It consists of several
unresolved spectral lines and comparison with NMR in other
hexaferrites [6] shows that it originates from the 57Fe nuclei.
Much weaker signal corresponding to 67Zn was found between 10
and 30 MHz. For a single crystal and polycrystalline sample this
NMR spectrum is shown in Fig. 2.

3. Modelling NMR spectra of 67Zn

To calculate the electronic structure of Ba2Zn2Fe12O22 we
employed the density functional theory as implemented in the
WIEN2k program [7]. All computational parameters were the
same as in our previous paper [3]. Sites in both tetrahedral
sublattices have an axial symmetry with the axis parallel to c. The
contact contribution to the hyperfine field, as well as the electric
field gradient, is calculated routinely by the WIEN2k program and
the results for the Zn ions are given in Table 1.

Neglecting the anisotropy of the hyperfine field, the Hamilto-
nian that describes the nuclear energy levels is

H ¼ gn_BI þ Cq½3I2
z � IðI þ 1Þ�, (1)

where gn ¼ 1.677 radT�1 s�1 is the nuclear gyromagnetic factor of
the 67Zn nuclei, I ¼ 5

2 is the nuclear spin of 67Zn, B is the magnetic
field on the nucleus consisting of the external and hyperfine field,
the parameter Cq is given by

Cq ¼ eQVzz=½4Ið2I � 1Þ�, (2)

where Vzz is the electric field gradient (Table 1) and Q ¼ 15.10�26

m2 is the electric quadrupole moment of 67Zn.
In (Ba1�xSrx)2Zn2Fe12O22 the magnetization is in the c plane.

The Hamiltonian (1) is diagonalized, from the differences of
eigenenergies the resonance frequencies are determined and,
using the eigenvectors, relative amplitudes of the transitions are
computed. The remaining problem is that while the distribution
of Fe and Zn in the tetrahedral sublattices is random, hyperfine
field and Vzz were calculated for two configurations only: 3
nearest neighbor sites occupied by Zn (Vzz

(0) ) or by Fe (Vzz
(3)). To

obtain Vzz for the remaining configurations we use a ‘super-
position model’ approximation

V ð1Þzz ¼ ð2V ð0Þzz þ V ð3Þzz Þ=3; V ð2Þzz ¼ ðV
ð0Þ
zz þ 2V ð3Þzz Þ=3, (3)

for configurations of neighbors (2 Zn, 1 Fe) and (2 Fe, 1 Zn),
respectively. Analogously the hyperfine field is treated. Finally, the
amplitudes are multiplied by binomical coefficients correspond-
ing to random distribution of Fe and Zn and the lines are
broadened using the Gaussian distribution (the linewidth
assumed to be the same for all transitions).

4. Discussion and conclusions

The 57Fe signals from the six sublattices overlap strongly, and it
would be difficult to separate the contributions from the two
tetrahedral sublattices, i.e. determination of g from 57Fe NMR
would hardly be possible. The situation with NMR of 67Zn is more
promising. To this signal contribute the nuclei from two
sublattices only and the spectrum has a clear structure (Fig. 2).
In Fig. 3 the spectrum, calculated as described above for g ¼ 1

2, is
displayed. It is seen that the form of observed and calculated
spectra are similar, but the calculated spectrum is shifted to
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Fig. 1. One formula unit of (Ba1�xSrx)2Zn2Fe12O22 structure. Shown are Fe and Zn

polyhedra and the sites of the large cations (black bullets). The arrows indicate

directions of spins corresponding to the x ¼ 0 collinear ferrimagnetic structure.

Fig. 2. NMR spectrum of 67Zn in single crystal and powder samples of

Ba2Zn2Fe12O22 in zero external magnetic field at 4.2 K.

Table 1
Hyperfine field and electric field gradient for Zn in tetrahedral sublattice of block T

and S.

Block g nT nS Bhf (T) EFG (1021 V/m2)

T 0 0 3 11.65 3.38

T 1
2

3 3 10.17 2.83

S 1
2

3 3 9.73 1.77

S 1 3 0 9.64 2.22

nT, (nS) is number of iron neighbors in the nearest sites belonging to tetrahedral

sublattices in T andS block.
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higher frequencies. The reason may be that the crystal structures
used in calculation were not relaxed, i.e. the local environments of
tetrahedral Zn2+ and Fe3+ were assumed to be the same. Ionic
radius of Zn2+ (0.083 nm) is considerably bigger than the one of
Fe3+ (0.067 nm). Thus the Zn–O distances will be larger than those
assumed and, as a consequence, the transferred field will be

smaller. The spectrum of Zn in the T block is at higher frequencies
and it is broader than the one of Zn in the S block.

Both experimental and calculated spectra of 67Zn display
similar features and enable to distinguish two contributions
arising from the tetrahedral sites in the T and S block. Therefore,
the changes of the parameter g in dependence on sample
preparation conditions or thermal treatment will lead to measur-
able effects in the 67Zn NMR spectra. In conclusion we showed
that NMR of 67Zn can be used to determine the distribution of Fe
and Zn in the studied system.
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[6] H. Štěpánková, J. Englich, M. Nejezchleba, J. Kohout, H. Lütgemeier, J. Magn.
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We employ 67Zn NMR to study distribution of Zn2+ in cationic sites of magnetoelectric Y-type hexaferrite
single crystal, Ba0.5Sr1.5Zn2Fe12O22. The experimental data are interpreted by comparison with NMR spectra
simulated from ab initio calculated hyperfine parameters.

PACS numbers: 61.05.Qr, 75.85.+t, 75.50.Gg, 31.15.E−

1. Introduction

Y-type hexaferrite Ba0.5Sr1.5Zn2Fe12O22 is a non-
collinear insulating ferrimagnet, which in external mag-
netic field undergoes several phase transitions. One of the
phases is known to exhibit magnetoelectricity at low tem-
peratures [1]. It is promising that this phase persists up
to room temperature [2], however, electrical conductivity
increases rapidly with temperature, soon concealing the
ferroelectric order.

Y-type hexaferrite structure contains four octahedral
and two tetrahedral sites occupied by small cations. The
octahedral sites are fully occupied by Fe3+, while the
tetrahedral sites contain both Fe3+ and Zn2+. The crys-
tal structure can also be viewed as built of alternating
spinel (S) and T blocks stacked along the hexagonal
axis [3]. Each block contains one type of the tetrahe-
dral site. The distribution of Zn2+ and Fe3+ between
the blocks is described by parameter γ: S block contains
γ of Zn2+ and (1 − γ) of Fe3+, while the opposite holds
for the T block.

Magnetoelectricity is sensitive to fine alterations of the
system, e.g. changes of composition (Ba:Sr ratio), stoi-
chiometry (oxygen content) and cation distribution (γ).
It is desirable to explore possibilities of determination
and control of these parameters. In this work we focus on
the determination of the γ parameter, which is expected
to have a strong influence on electrical conductivity of
the system [4]. We employed nuclear magnetic resonance
of 67Zn nuclei in order to estimate γ and its changes
induced by thermal treatment. Further we performed

∗ corresponding author; e-mail: karel.kouril@mff.cuni.cz

ab initio calculations of Ba2Zn2Fe12O22 electronic struc-
ture, which provided us with insight into the experimen-
tal data.

2. Experimental

Single crystal of Ba0.5Sr1.5Zn2Fe12O22 was prepared
using Na2O–Fe2O3 flux technique in Pt crucibles [5] and
cut into two parts of approximately same size. One part
was annealed for 7 days in oxygen atmosphere at 900 ◦C
and then slowly cooled (1 ◦C per minute), while the other
part was left as grown for reference. Finally plane parallel
plates (≈ 0.5 mm thick and with areas of ≈ 5 mm2) were
prepared from each part. Both plates were characterized
by NMR.

Fig. 1. Experimental NMR spectra of 67Zn. The spec-
tra have been normalized to unit area.

We used pulse coherent NMR spectrometer with the
Fourier transform (Bruker Avance) and a homemade tun-
able NMR probe to measure frequency-swept spectra of

(732)
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67Zn resonance. The spectra were recorded at 4.2 K in
zero static external field, rf field was perpendicular to
the hexagonal plane of the sample. Experimental NMR
spectra of 67Zn resonance are shown in Fig. 1.

3. Simulation of 67Zn NMR spectra

In order to extract the parameter γ from experiment
we simulated NMR spectra for various values of γ. The
simulations were based on ab initio calculations of elec-
tron structure of Ba2Zn2Fe12O22 using WIEN2k [6]. In
contrast to our previous paper [7] the crystal structure
was fully relaxed — both lattice parameters (c/a and unit
cell volume) and internal structural parameters were op-
timized. The hyperfine magnetic fields and electric field
gradients on Zn nuclei were calculated for γ = 0, 1/2, 1
and linearly interpolated in between. The NMR spec-
tra were simulated from energies and relative intensities
of 67Zn nuclear magnetic transitions with suitable line
broadening. Simulated NMR 67Zn spectra for varying γ
are shown in Fig. 2 with contributions of S and T blocks
denoted.

Fig. 2. Simulated 67Zn NMR spectra for various values
of γ parameter.

4. Results

The experimental 67Zn NMR spectra (Fig. 1) resemble
the shape of simulated NMR profiles (Fig. 2), allowing di-
rect comparison despite the shifted frequency scale. The
calculations have shown that resulting 67Zn NMR line-
shapes consist of two overlapping components: a narrow
one, originating from resonance of the nuclei in the S
block, and a broad one, from the nuclei in the T block.
Further one can see that the position and width of the S
block contribution is nearly insensitive to the value of γ,
while the T block contribution varies significantly. The
dependence of the spectral shape on γ can be used to
determine its value from an experimental lineshape. The
experimental data can thus be assigned to the simulated
spectrum of γ ≈ 0.65.

5. Conclusions

Comparison of measured NMR spectra and simulated
lineshapes based on ab initio calculated hyperfine param-
eters enabled us to estimate the value of the γ parameter.
The differences in experimental spectra induced by the
performed thermal treatment are subtle and the change
of γ probably does not exceed 10%.
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The electron structure and site preferences of Zn and Fe cations in Y hexaferrite system were calculated.
The hyper�ne magnetic �elds on 57Fe nuclei were determined using WIEN2k and corrections for hyper�ne con-
tact interaction. The calculated �elds were compared to 57Fe nuclear magnetic resonance (NMR) experiment in
Ba2Zn2Fe12O22 single crystal with an aim of interpretation of experimental NMR spectrum.
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1. Introduction

Observation of magnetoelectric coupling in Y type
hexaferrite system Ba0.5Sr1.5Zn2Fe12O22 reported by [1]
rekindled interest in these hexaferrite systems. Electronic
structure calculations of band gap [2] have indicated that
distribution of zinc in hexaferrite structure could play an
important role in emergence of magnetoelectricity. We
present a study performed mainly on related Y type com-
pound Ba2Zn2Fe12O22 with identical crystal structure,
but without Ba-Sr disorder in large cation sublattice.
Such a simpli�cation allows us to calculate the hyper-
�ne �elds on 57Fe nuclei. Comparison of calculated and
measured 67Zn NMR spectra was accomplished recently
[3, 4].
Crystal structure of Y type hexaferrite is formed by

stacking of two types of structural blocks (S and T) along
hexagonal axis, one unit cell contains three formula units.
Ferric ions occupy six positions, four octahedral (3bV I

and 6cV I in T block, 3aV I in S block and 18hV I shared
by adjacent S and T blocks) and partially with zinc two
tetrahedral (6cIV in S block and 6c∗IV in T block). The
Fe/Zn distribution in tetrahedral sites can be described
by parameter γ: fraction γ of Zn is in S blocks, and 1-γ
is in T blocks. Magnetic structure of studied Y-type hex-
aferrite is collinear, the moments of ferric ions in 3aV I ,
18hV I and 3bV I sites are parallel with total magnetiza-
tion (spin up), while those in 6cIV , 6c∗IV and 6cV I are
antiparallel (spin down). Magnetocrystalline anisotropy
is of easy plane type, magnetization is perpendicular to
hexagonal c-axis.

2. Methods

The electronic structures of Ba and Sr hexaferrites
were calculated using the augmented plane waves and
local orbital method, based on the density functional the-
ory (DFT) as implemented in the WIEN2k program [5].
For the exchange-correlation functional the generalized
gradient approximation (GGA) form [6] was adopted. To
improve the description of iron 3d electron correlations

∗corresponding author; e-mail: vojtech.chlan@mff.cuni.cz

we used the rotationally invariant version of the LDA+U
method as described by Liechtenstein et al. [7], with
the GGA instead of LSDA exchange-correlation poten-
tial and with a single parameter Ueff = U − J . The radii
of the atomic spheres were chosen as 2.5 a.u. for large
cations (Ba, Sr), 2.0 a.u. for small cations (Fe, Zn) and
1.5 a.u. for oxygens. The number of the basis functions
was 95/atom (RKmax = 6.0), and the charge density was
Fourier expanded to Gmax = 16

√
Ry. The number of k-

points in irreducible part of Brillouine zone was 10 (20 for
BaSrY case). Ueff = 4.5 eV was used for Fe and 6 eV for
Zn. The atomic positions were optimized by minimizing
the total energy and the atomic forces.
Single crystal sample of Ba2Zn2Fe12O22 was grown us-

ing Na2O-Fe2O3 �ux technique in Pt crucibles [8]. Fre-
quency swept 57Fe NMR spectra were recorded at 4.2 K
in external magnetic �elds from zero up to 1.5 T parallel
with hexagonal axis of sample.

3. Results and discussion

It is well known that the DFT signi�cantly underesti-
mates the Fermi contact term of the hyper�ne magnetic
�eld at magnetic atoms. To correct for this error we
obtained the NMR frequencies for Ba2Y structures with
γ = 0, γ = 0.5, and γ = 1 by applying procedure de-
scribed in [9]. In this procedure the spin-orbit coupling
was introduced which lowered the symmetry and some
equivalent atoms became non-equivalent. Corrected con-
tact �eld was summed with orbital and dipolar contri-
butions to the hyper�ne �eld and with dipolar magnetic
�eld from the neighboring atoms (in sphere with 256 a.u.
radius).
The calculated frequencies are summarized in Table I,

together with frequencies for γ = 0.65 obtained from
γ = 0.5 and γ = 1 by linear interpolation. One should
note from Table I that the crystal sites are in�uenced dif-
ferently by γ; the resonance frequency of 3aV I and 3bV I

lines depends strongly on γ while e.g., 18hIV is practi-
cally una�ected. The value γ = 0.65 is taken from our
previous 67Zn NMR study [4] and matches well with a
value of γ = 0.62 that would yield the best agreement
for our current 57Fe NMR data.

(42)
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TABLE I
Calculated resonance frequencies (in MHz, gyromagnetic
ratio of 57Fe is 1.38 MHz·T−1) for several values of γ
and assigned resonance frequencies in experimental 57Fe
NMR spectra

Fe site γ = 0 γ = 0.5 γ = 1 γ = 0.65 NMR
6cIV (1) (zinc) 70.37 72.65 71.05 69�70
6cIV (2) 74.08 74.44 (zinc) 74.44 71�73
6cV I(1) 74.07

74.38
71.41

73.49 71�73
6cV I(2) 72.49 72.17 71�73
3aV I 76.13 71.62 66.76 70.16 74.5

18hV I(1) 68.80
67.72

68.87
68.07

69 ± 2
18hV I(2) 68.72 68.76
18hV I(3) 69.72

69.46
69.62

69.51
69 ± 2

18hV I(4) 70.87 70.49
18hV I(5) 68.65

69.92
68.09

69.37
69 ± 2

18hV I(6) 69.61 69.15
3bV I 68.90 73.70 80.92 75.87 77.0
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Fig. 1. Top: experimental 57Fe NMR spectra of
Ba2Zn2Y in external magnetic �elds up to 1.5 T at
4.2 K, dotted gray lines indicate shifts of resonance fre-
quencies. Bottom: calculated resonance frequencies for
γ = 0.65, height of the lines is proportional to NMR
intensity. (See text for details).

The calculated frequencies for γ = 0.65 are displayed
in Fig. 1 together with the experimental 57Fe NMR spec-
tra. By comparison of calculated frequencies with the
NMR experiment we are able to assign all spectral lines
to crystallographic positions. For the assignment we also
used information on the spin orientation of individual
sublattices from the shifts of spectral lines in applied ex-
ternal magnetic �eld. Shift to higher frequencies with
increasing �eld indicates spin down sublattice and vice
versa. We interpret the strong and broad signal centered
at 69 MHz as overlapped resonances from 18hV I , 6cIV
and 6cV I sublattices, peak at 71.8 MHz to 6c∗IV sublat-
tice, line at 74.5 MHz to 3aV I and the line at 77 MHz to
3bV I .

In Table II we report the calculated total energies for
nine hexaferrite structures with three Ba/Sr composi-
tions and three di�erent values of γ. The zinc prefer-
ence for 6cIV sites is relatively independent of the large
cations.

TABLE II
Calculated di�erence ∆E in total energy per unit cell (in
eV) is displayed as a function of γ for three Ba/Sr com-
positions. (For a given composition, ∆E are presented
relative to the value for γ = 1)

γ = 0 γ = 0.5 γ = 1

Ba2Y 0.40 0.17 0.00
BaSrY 0.54 0.22 0.00
Sr2Y 0.69 0.35 0.00

4. Conclusions

We calculated the electronic structure of Ba2Zn2Y
with various distributions of zinc between the tetrahe-
dral sites, which allowed us to interpret the experimental
57Fe NMR spectrum. The observed value of γ agreed
with value obtained in previous 67Zn NMR study [4].
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P. Novák
Institute of Physics, ASCR, Cukrovarnická 10, 162 00 Prague 6, Czech Republic
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Magnetite represents a prototype compound with a mixed valence of iron cations. Its structure and electron
ordering below the Verwey transition have been studied for decades. A recently published precise crystallographic
structure [Senn et al., Nature (London) 481, 173 (2012)] accompanied by a suggestion of a “trimeron” model
has given a new impulse to magnetite research. Here we investigate hyperfine field anisotropy in the Cc phase of
magnetite by quantitative reanalysis of published measurements of the dependences of the 57Fe nuclear magnetic
resonance frequencies on the external magnetic field direction. Further, ab initio density-functional-theory-based
calculations of hyperfine field depending on the magnetization direction using the recently reported crystal
structure are carried out, and analogous hyperfine anisotropy data linked to particular crystallographic sites are
determined. These two sets of data are compared, and mutually matching groups of the iron B sites in the 8:5:3
ratio are found. Moreover, information on electronic structure is obtained from the ab initio calculations. Our
results are compared with the trimeron model and with an alternative analysis [Patterson, Phys. Rev. B 90, 075134
(2014)] as well.
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I. INTRODUCTION

Magnetite is a prototype compound with a mixed
cation valence. Its formal valence composition is
(Fe3+)A[Fe3+Fe2+]BO4, where A and B refer to tetrahedrally
and octahedrally coordinated sites, respectively. It crystallizes
in the inverse cubic spinel structure (Fd3̄m), which undergoes
a first-order phase transition to the monoclinic Cc structure
at the Verwey temperature TV ∼ 120 K. The mechanism
of the transition, the character of the low-temperature
structure, the ordering of cations, and their orbitals below
TV have been studied for several decades (as reviewed, e.g.,
in Refs. [1–3]) and still present intensively investigated
topics [4–9]. Recently, using high-energy x-ray diffraction,
Senn et al. [10] found that to a first approximation the original
Verwey hypothesis [11] is adequate, although there are
important deviations. To explain them, Senn et al. introduced
“trimerons,” which may be important quasiparticles not only
in magnetite above TV [12] but also in other transition metal
oxides. Moreover, trimerons seem to play a crucial role in the
mechanism of the Verwey transition [13].

In magnetite all iron ions are in a high-spin state. Fe(A)
on the tetrahedral sublattice are trivalent with the half-filled
3d shell. In the B sublattice, the octahedral crystal field splits
the d states into a higher eg doublet and a lower t2g triplet.
The five 3d electrons fill the eg and t2g majority-spin states,
and the remaining electrons (one electron per two B sites) enter
the minority-spin t2g levels.

Trimerons are linear objects consisting of three Fe(B) ions.
Bonds between these ions are typically shorter than the average
Fe(B)-Fe(B) distances. The central ion is Fe2+-like, and it
donates part of its minority-spin t2g electron to the remaining
two Fe3+-like ions. The charge distribution is described and

*reznicek@mbox.troja.mff.cuni.cz

qualitatively analyzed in Ref. [10]. Trimerons are linked
together and form a complex network. There are two B sites
which are not included in any trimeron. More information on
electronic structure is provided by ab initio calculations in
Ref. [14].

Another ab initio calculation of electronic structure (using
the hybrid Becke, three-parameter, Lee-Yang-Parr (B3LYP)
exchange-correlation potential) was recently published by
Patterson [15] together with an alternative description of
Fe(B) charge ordering: Patterson focused on the ten shortest
Fe(B)-Fe(B) bonds of bimodal distribution of Fe(B)-Fe(B)
distances; part of these bonds forms a branched broken zigzag
chain with delocalized minority-spin 3d electrons, while the
rest presents one-electron bonds between pairs of Fe(B). Note
that in the context of the trimeron model, these ten Fe(B)-Fe(B)
bonds are parts of trimerons.

Nuclear magnetic resonance (NMR) is an efficient tool
to study the inhomogeneous electron distribution locally.
The analysis of the temperature dependence of 57Fe NMR
frequency in magnetite [16,17] evidenced the Cc space group
of the Fe3O4 low-temperature crystal structure. The spectra
acquired without an external magnetic field consisted of 16
Fe(B) and 8 Fe(A) resonance lines.

More than 10 years ago, Mizoguchi [18] succeeded in mea-
suring the dependence of NMR frequencies on the direction of
the external magnetic field. The data contain important infor-
mation on the orbital state of individual Fe ions. However, the
interpretation of such an experiment, in which magnetization
lies in a general direction, is extremely difficult: the resonance
lines are split due to the nature of ac-glide symmetry and
also due to the presence of different elastic domains. At that
time, the knowledge of the magnetite low-temperature crystal
structure was far from complete, and the analysis of the results
did not match the uniqueness of the experimental results.

Our work comprises a rigorous quantitative reanalysis of
the experimental data of Mizoguchi. Although Patterson [15]

1098-0121/2015/91(12)/125134(10) 125134-1 ©2015 American Physical Society
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also compared the calculated hyperfine field of iron ions to the
data of Mizoguchi, there are important differences between
his study and ours, which are explained in Secs. IV and V.
We treat the presence of monoclinic twins and noncolinearity
of the external magnetic field and magnetization properly, and
our fits yield hyperfine anisotropy tensors and isotropic parts.
Further, we calculate the electronic structure using the density
functional theory (DFT) based WIEN2K program, with the
main goal to determine the hyperfine field on the 57Fe nuclei,
including its anisotropy. We include the spin-orbit coupling
in the calculation and focus on a proper calculation of the
hyperfine field. The benefits of comparing experimental and
calculated hyperfine field anisotropies were already clearly
demonstrated in Ref. [19]. The results then allow us to assess
the trimeron model validity.

II. TWINNING BELOW THE VERWEY TEMPERATURE

During cooling through the Verwey transition, the main
deformation of magnetite structure is orthorhombic with
orthogonal coordinates �a, �b, �c0. The �c0 axis would be the
easy magnetization direction, while �a is the hard direction.
The lowering of symmetry from cubic to orthorhombic is
accompanied by “orthorhombic” twinning; that is, below
TV, the crystal would consist of six types of orthorhombic
domains. Mizoguchi applied an external magnetic field in
a suitable direction during cooling to prevent orthorhombic
twinning [18].

Simultaneously with orthorhombic deformation, a small
monoclinic deformation occurs: the monoclinic axis �c is
tilted from �c0 by an angle 0.23◦ towards the −�a axis. This
small crystallographic deformation has a significant impact on
magnetic anisotropy: the easy axis is not �c0, but it is canted by
�2◦ towards −�a [20]. There are two equivalent cantings, and
accordingly, a monoclinic twinning exists. More details about
the twinning are provided in the Supplemental Material [21].

III. ANGULAR DEPENDENCE OF THE NMR FREQUENCY

The frequency of the 57Fe NMR resonance is proportional
to the hyperfine magnetic field on the site of the resonating
nucleus by a gyromagnetic factor γ = 1.38156 MHz T−1 [22].
The dependence of the NMR frequency f on the direction of
�M is expressed using the direction cosines ϑα, α = a, b, c

with respect to the orthorhombic �a, �b, �c0 axes as

f = fiso +
⎛
⎝

ϑa

ϑb

ϑc

⎞
⎠

⎛
⎝

faa fab fac

fab fbb fbc

fac fbc fcc

⎞
⎠

⎛
⎝

ϑa

ϑb

ϑc

⎞
⎠

= fiso +
⎛
⎝

ϑa

ϑb

ϑc

⎞
⎠F̂ani

⎛
⎝

ϑa

ϑb

ϑc

⎞
⎠, (1)

which explicitly contains a constant isotropic term fiso and
anisotropy tensor F̂ani (Tr[F̂ani] = 0). (The fourth- and higher-
order terms in the direction cosines are neglected.) The tensor
of anisotropy can be brought to the canonical form

F̂ ′
ani =

⎛
⎝

f ′
a 0 0

0 f ′
b 0

0 0 f ′
c

⎞
⎠, (2)

while at the same time obtaining principal axes �pa , �pb, and
�pc of the tensor. The following parameter can be defined as a
measure of hyperfine anisotropy:

fani =
√

f ′2
a + f ′2

b + f ′2
c

(3)

In Cc symmetry, 16 sites from 32 Fe(B) are crystal-
lographically inequivalent, and 8 sites from 16 Fe(A) are
inequivalent. The symmetry operation that connects Bi,B

′
i

(Ai,A
′
i) is represented by a glide along the �c axis with the

ac-glide plane. Due to the symmetry, the parameter fac is the
same for the two crystallographically equivalent sites, while
the parameters fab, fbc have opposite signs.

IV. REEVALUATION OF THE NMR DATA OF MIZOGUCHI

Mizoguchi measured the angular dependence of the NMR
frequency of all inequivalent Fe nuclei in the low-symmetry
phase of magnetite [18]. At 4.2 K, an external field Bext = 1.3 T
was rotated in the planes perpendicular to the orthorhombic
�a, �b, �c0 axes of a spherical sample in 10◦ steps. Thus 48
f ( �Bext) curves were obtained: 16 for Fe on the A sites and 32
for Fe on the B sites. The splitting of the curves for magnetic
field in the ac plane is due to monoclinic twinning, while the
splitting for magnetization in the ab and bc planes is caused
by the nature of the ac-glide symmetry (see Sec. III).

In order to analyze the experimental data, the noncolinearity
of �M and �Bext must be accounted for. To this end, we employed
a procedure similar to the one used by Mizoguchi [23]:
the direction of the magnetization in �Bext was numerically
determined using the magnetic anisotropy reported originally
by Abe et al. [20] (see the Supplemental Material [21]). (Note
that in the analysis in Ref. [15], the presence of monoclinic
twins and noncolinearity of the external magnetic field and
magnetization in the sample were neglected; their effect was
mentioned only in discussion.)

The frequency shift induced by the external field was
compensated for by subtracting a projection of �Bext onto the
�M direction (multiplied by γ ) from the data. Next, the data

were fitted with the dependence (1) while taking into account
the splitting of the curves for each Fe site. Typical errors of the
fitted parameters were below or around 0.01 MHz for the A
sites and 0.02–0.7 MHz for the B sites. Finally, the canonical
form of the F̂ani tensor was found. The results are listed in
Table S1 in the Supplemental Material [21], and fitted curves
are plotted in Fig. 1. The fitted frequency dependences match
the experimental data well, showing that the truncation of the
fourth-order terms in Eq. (1) is well founded. Unfortunately, a
comparison of these results with the work of Patterson [15] is
not feasible since the isotropic parts and anisotropy tensors of
the hyperfine field were not extracted from the calculated and
experimental data in his work.

V. CALCULATION OF THE ELECTRONIC STRUCTURE
AND HYPERFINE FIELD

To calculate the hyperfine field as well as the electronic
structure, the WIEN2K program [24] based on the density
functional theory was used. The number of basis functions
used was 9500 (RKmax = 6.0), and the number of k points in
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FIG. 1. Angular dependence of 57Fe NMR frequencies with Hext = 1.3 T applied in the ac, bc, and ab planes. Circles correspond to the
experimental data [18], and curves represent the best fit of Eq. (1) to these data. The labels of the sites follow the convention in Ref. [18].
Ordering of the B sites corresponds to the ordering in Table S3 and Fig. S4 in the Supplemental Material [21].

the irreducible part of the Brillouin zone was 9. The charge
density was Fourier expanded to Gmax = 16 Ry

1
2 .

The crystal structure parameters used were those published
by Senn et al. [10] for the low-temperature phase of magnetite.
While Patterson [15] optimized the structure, we decided
to avoid the optimization process because the structure is
complicated and a number of crystal-structure parameters
would change during the optimization. Necessarily, multiple
total-energy minima exist, and there is no guarantee that the
correct minimum would be reached. Moreover, the situation
is complicated by magnetostriction, which is not taken into
account in the optimization procedure. Therefore we decided
to use the unoptimized experimental structure, in which the
average force acting on the ions was 9.8 mRy a.u.−1 and the
maximum force was 19.3 mRy a.u.−1.

The contact part of the hyperfine field was calculated using
a semiempirical method suggested recently by Novák and
Chlan [25], which is better than the approach used in Ref. [15]
as the corresponding Eq. (3) in Ref. [15] is a poor approxima-
tion of the contact term [26]. To this end, the spin magnetic
moments m3d and m4s of the 3d and 4s electrons of Fe are
needed. These were calculated using RMT(Fe) = 2 a.u. and the
generalized gradient approximation +U (GGA+U ) method,
with Ueff = 4.5 eV. Unlike in Ref. [14], spin-orbit coupling
was not omitted. The on-site contributions to the hyperfine

field from the interaction of nuclear spin with the electron spin
(Bdip) and orbital moment (Borb) were calculated as described
in Ref. [25], and the contribution of other magnetic moments
in the lattice Blat was also calculated. For the iron ions at the B
sites, |Bdip| ranges up to 13.7 T, |Borb| ranges up to 4.6 T, |Blat|
ranges up to 1.1 T, and the anisotropy of all of these terms is
significant. (In Ref. [15], the terms corresponding to the inter-
action of nuclear spin with orbital moments and with electron
magnetic moments on other sites are missing.) The total hyper-
fine field was then obtained by summing up all components.

A. Valence-electron density in trimeron planes

One of the ways in which the DFT calculations may
contribute to the understanding of the trimeron concept [10]
is maps of minority-spin valence-electron density in selected
planes of the trimerons (see Fig. 2; see also Fig. S2 in the
Supplemental Material [21], which is limited to minority-spin
iron 3d valence electrons). The electron density is calculated
for the magnetization set in the �c axis, and the maps are
plotted as averages of the ac-glide-connected sites to remove
possible (although minor) artifacts arising from switching
off this symmetry operation in order to be consistent with
calculations of the angular dependences. The main finding is
that the electron cloud around the central Fe2+-like ion of each
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FIG. 2. (Color) Minority-spin valence-electron-density maps plotted in trimeron planes. The size of each plot is 9 × 6 Å. Trimerons [10]
are highlighted with green lines. The sites of iron ions forming the trimeron lying on a horizontal axis of a particular plot are written on each
plot; the center of the image plane coincides with the position of the central ion of the trimeron. Since the �c axis tilt in the monoclinic Cc cell
of magnetite renders the standard crystallographic plane notation inconvenient for selected planes, the orientation of the planes is indicated
by the normal vector of the plane (pointing out of the image) written at the circled dot symbol and by an in-plane vector drawn by an arrow;
indices of these vectors refer to Cc coordinates. The planes in the first column form with the other two planes in a corresponding row an angle
of ≈55◦, while the latter planes make together an angle of ≈70.5◦. Sites are numbered in the order in which they are listed in Ref. [10]; primes
denote sites generated by the ac-glide symmetry operation.
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TABLE I. Minority-spin electron populations relative to Fe3+, as derived from [10] (first line) and from the DFT calculations (second line),
accompanied by formal valence and oxidation states (in units of electron charge) and magnetic moments (in Bohr magnetons) from the AIM
method. The n3d populations taken from [15] correspond to 16 bands just below the valence-band maximum. Sites are numbered in the order in
which they are listed in Ref. [10]. Populations are taken with respect to local coordinates with the �z axis parallel to the �c axis of the Cc system
and the �x axis set to the [110] direction with respect to the Cc coordinates. For the A sites, the AIM yielded valences of 1.77 (i.e., oxidation
states of 2.82) and magnetic moments in the range from −4.079 to −4.095.

Nominal AIM spin
valence AIM AIM oxidation magnetic

DFT site state nxy nxz nyz nt2g
nz2 nx2−y2 neg

nt2g
+ neg

n3d [15] valence state moment

B1 2+ 0.00 0.60 0.00 0.60 0.00 0.00 0.00 0.60
0.03 0.73 0.04 0.80 0.10 0.11 0.21 1.01 0.63 1.47 2.34 3.691

B2 2+ 0.00 0.60 0.00 0.60 0.00 0.00 0.00 0.60
0.03 0.74 0.04 0.80 0.09 0.11 0.20 1.01 0.61 1.46 2.33 3.696

B3 2+ 0.00 0.60 0.00 0.60 0.00 0.00 0.00 0.60
0.03 0.70 0.05 0.78 0.10 0.11 0.21 0.99 0.65 1.47 2.35 3.708

B4 2+ 0.00 0.60 0.20 0.80 0.00 0.00 0.00 0.80
0.03 0.55 0.05 0.63 0.12 0.13 0.25 0.88 0.48 1.57 2.51 3.858

B5 3+ 0.20 0.00 0.00 0.20 0.00 0.00 0.00 0.20
0.12 0.07 0.06 0.25 0.21 0.19 0.40 0.65 0.29 1.79 2.85 4.153

B6 3+ 0.20 0.00 0.20 0.40 0.00 0.00 0.00 0.40
0.09 0.05 0.19 0.33 0.18 0.18 0.36 0.69 0.39 1.74 2.78 4.095

B7 2+ 0.60 0.00 0.00 0.60 0.00 0.00 0.00 0.60
0.72 0.03 0.03 0.78 0.12 0.09 0.21 0.99 0.53 1.48 2.36 3.722

B8 3+ 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.07 0.06 0.06 0.20 0.22 0.21 0.43 0.62 0.07 1.83 2.92 4.192

B9 3+ 0.20 0.20 0.20 0.60 0.00 0.00 0.00 0.60
0.05 0.31 0.07 0.43 0.15 0.17 0.32 0.75 0.44 1.68 2.68 4.021

B10 3+ 0.20 0.20 0.20 0.60 0.00 0.00 0.00 0.60
0.13 0.11 0.11 0.34 0.18 0.18 0.36 0.70 0.45 1.73 2.76 4.081

B11 3+ 0.20 0.20 0.20 0.60 0.00 0.00 0.00 0.60
0.11 0.13 0.12 0.36 0.18 0.18 0.35 0.71 0.45 1.72 2.74 4.066

B12 3+ 0.20 0.20 0.20 0.60 0.00 0.00 0.00 0.60
0.08 0.09 0.07 0.25 0.20 0.20 0.41 0.65 0.26 1.79 2.86 4.146

B13 2+ 0.60 0.00 0.00 0.60 0.00 0.00 0.00 0.60
0.76 0.03 0.03 0.81 0.12 0.09 0.20 1.01 0.60 1.46 2.33 3.692

B14 2+ 0.00 0.00 0.60 0.60 0.00 0.00 0.00 0.60
0.03 0.03 0.69 0.76 0.10 0.12 0.22 0.97 0.52 1.50 2.39 3.736

B15 3+ 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.07 0.06 0.06 0.19 0.21 0.21 0.42 0.62 0.07 1.83 2.92 4.195

B16 2+ 0.60 0.00 0.00 0.60 0.00 0.00 0.00 0.60
0.75 0.03 0.03 0.80 0.12 0.08 0.20 1.00 0.64 1.46 2.32 3.703

trimeron is notably prolate along the trimeron axis. Moreover,
the asymmetry of the electron density around the end ions of
trimerons is smaller and, in some cases, negligible.

The observations correspond well to the picture of
trimerons: a significant fraction of minority-spin 3d electron
is located in that central ion’s t2g orbital which corresponds
to the trimeron axis direction, while the rest of the electron
is donated to the same orbitals of the end ions. Therefore
the electron density around the central ion is considerably
anisotropic. The symmetry of the electron clouds around the
end ions is affected much less even if the ion belongs to more
than one trimeron as the donated fractional charges enter
different orbitals in such a case.

The comparison of the data with the model of Patterson [15]
is less plausible: While the description above might fulfill the
expectations for inner ions of the zigzag chain, a shift of the
electron cloud towards the chain would be intuitively presumed

in the case of the chain end or branch ions (e.g., B1, B13),
which is not observed. The expected situation for the Fe(B)
pairs not included in the chain (e.g., B5′–B7) also differs from
the maps.

B. Electron populations and valence states of iron on the B sites

The description of trimerons in Ref. [10] allows us to
determine qualitatively the populations of the iron minority-
spin 3d states; that is, assuming maximum donor-to-acceptor
transfer, 0.6e (e stands for elementary charge) remains in the
central ion’s t2g orbital which corresponds to the trimeron axis
direction, while 0.2e is donated to the same orbital of each
of the end ions. These populations are compared with the
results of the DFT calculation in Table I. [These populations
are taken with respect to orthogonal coordinates reflecting
local (pseudo)symmetry: the �z axis parallel to �c, the �x axis
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R. ŘEZNÍČEK et al. PHYSICAL REVIEW B 91, 125134 (2015)

FIG. 3. (Color) Minority-spin t2g electron populations of iron
ions at the B sites plotted as an angular variation of the electron
density; that is, the surface distance from a particular site represents
the density at the corresponding angle multiplied by a scaling
coefficient of 3 Åe−1. Green lines denote trimerons introduced in
Ref. [10]. Sites are numbered in the order in which they are listed in
Ref. [10]; primes denote sites generated by the ac-glide symmetry
operation. Sites in the same group in Fig. S4 in the Supplemental
Material [21] share the same label color. (Surface color corresponds
to the z coordinate and is used just for clarity.)

along the [110] Cc direction.] The populations obtained from
the DFT calculation are visualized in Fig. 3 [27], and it is seen
that the calculation results correlate well with the expected
t2g populations. Mulliken populations of minority-spin 3d

electrons from Ref. [15] were added to Table I for a comparison
(note that these populations correspond to 16 bands just below
the valence-band maximum, whereas there was no additional
energy or band restriction of the 3d orbitals applied in our
data); the apparent correlation to our data and trimeron model
predictions is interesting. Concerning the valence of the B
irons, the sums of t2g and eg spin-down electron densities of
Fe2+-like ions are close to 1, while they are systematically
lower for Fe3+-like ions, although still significantly higher
than zero. The total number of these electrons yields 13.25
electrons at the 16 B sites, while only 8.00 electrons are
expected if, formally, eight divalent and eight trivalent iron ions
occupy these sites. The surplus 5.25 electrons are transferred
from oxygen ligands. In order to reliably quantify the valence
states of the B sites, atomic valences, oxidation states, and
also magnetic moments were determined using the atoms in
molecules (AIM) method [28] (see the last three columns in

Table I). In order to obtain oxidation states, the valence charges
calculated from AIM were rescaled by a factor of 1.6, which
brings the average valence charge of oxygen ions to −2, thus
representing the oxidation state O2−. The resulting B iron
valence states correlate very well with the bond valence sum
(BVS) values reported in Ref. [10].

C. Hyperfine field anisotropy

Complementary to Mizoguchi’s experiments [18], the DFT
calculations of the hyperfine field at iron sites were carried
out for various directions of magnetization and subsequently
fitted with Eq. (1). Typical uncertainty of the fitted parameters
was smaller than 0.03 MHz for the A sites and 0.03–0.6 MHz
for the B sites. The results are collected in Table S2 in the
Supplemental Material [21], and fitted curves are drawn in
Fig. 4. Note the difference that Mizoguchi rotated the external
magnetic field in the ac, cb, and ab planes, while in our
calculations it was the magnetization that was rotated in these
planes.

The DFT calculations performed for magnetization not
parallel to the easy axis have two limitations. First, for a
general specified magnetization direction, the spin and orbital
magnetization tends to incline towards the easy magnetization
axis due to the spin-orbit coupling. In the case of our
calculations, the resulting direction of total magnetization
(which entered then into the fit) deflected from the specified
direction for not more than 10◦, and the magnetic moments
of individual iron ions were collinear, as expected (deviations
from the total magnetization direction were less than 0.5◦).
Second, the complex dependence of the total energy on the
magnetization direction is likely to possess multiple local
minima. Therefore, the self-consistent iteration procedure for
neighboring (or even the same) magnetization directions may
be prone to converge to unrelated minima depending on the
population matrices with which the GGA+U calculation was
started. In order to estimate the impact of this effect, the
calculations for the specified magnetization direction [301̄]
were carried out independently twice, and the determined error
of the hyperfine field was up to 0.3 T (i.e., 0.4 MHz error of
the 57Fe NMR frequency).

The hyperfine anisotropy tensors F̂ani of Fe(B) ions are
visualized in Fig. 5 as objects drawn in the elementary cell; the
following formula defines the distance r of the object surface
from the particular iron position:

r = C
[
faaϑ

2
a + fbbϑ

2
b + fccϑ

2
c + 2(fabϑaϑb + facϑaϑc

+ fbcϑbϑc)
]
, (4)

where ϑα, α = a, b, c, are direction cosines taken relative
to the iron site in question and C is a scaling coefficient
common for all B sites, allowing for a clear drawing. Figure 5
provides an overview of mutual orientation of principal axes
of hyperfine anisotropy tensors of neighboring Fe(B) ions,
which can be compared to the concept of trimerons suggested
by Senn et al. [10]. The trimerons are depicted in Fig. 5
by the line segments in the center of which the Fe2+-like
ions are situated. Apparently, the trimeron central ions exhibit
considerably larger anisotropy than the end ions, while the
principal axis linked with the smallest eigenvalue of the
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FIG. 4. Angular dependence of 57Fe NMR frequencies with magnetization in the ac, bc, and ab planes. Circles correspond to the data
from the DFT calculations, and curves represent the best fit of Eq. (1) to these data. Sites are numbered in the order in which they are listed in
Ref. [10]. Ordering of the B sites corresponds to the ordering in Table S3 and Fig. S4 in the Supplemental Material [21].

corresponding anisotropy tensor of the central ion is the
closest to the trimeron axis. These findings are in agreement
with the expectations deduced from the electronic structure
of trimerons: The minority-spin charge density around the
central Fe2+-like ions is significantly anisotropic as the charge
is located in a t2g orbital corresponding to the trimeron axis.
On the other hand, the roughly spherical symmetry of the
Fe3+-like end ions is affected only by the partial charge
donated by the central ions. (If the end ion is a member of
multiple trimerons, the central ions donate the charge into
different orbitals; thus the impact on the end-ion symmetry
remains small.) In the case of Fe3+-like ions B8 and B15,
which do not belong to any trimeron, the anisotropy is small
as their symmetry is not significantly perturbed. We note that
the model proposed by Patterson [15] implies a similar charge
configuration of the two iron ions in the pairs that are not in
the zigzag chain (e. g. B5′–B7). This is not corroborated by
our calculations as their anisotropies are apparently different.
For a visualization of the significantly smaller anisotropy
tensors of Fe(A) ions, see Fig. S3 in the Supplemental Ma-
terial [21]. The small anisotropy of the Fe3+ ions at the A sites
corresponds to nearly spherical symmetry of their electronic
configuration.

VI. COMPARISON OF THE HYPERFINE PARAMETERS
EXTRACTED FROM THE NMR DATA AND FROM THE

DFT CALCULATIONS

A simple way to compare experimental and calculated
NMR frequencies of Fe(B) ions is displayed in Fig. 6. In
this figure, the frequencies are ordered according to their
decreasing isotropic part fiso, and it is seen that both data
sets can be divided into two groups. Fe ions in the left part
of the plot possess smaller anisotropy fani and higher fiso

compared to Fe in the right part. This is understandable: The
iron ions in the first group are Fe3+-like (see Table I), and as
a consequence, they have a small orbital moment, and thus
anisotropy is also small. At the same time, the occupation of
the minority-spin 3d states is small, leading to higher spin
moment and, consequently, also a higher isotropic part of
the NMR frequency. The interpretation of the experimental
hyperfine parameters in the context of the trimeron elec-
tronic structure is essentially the same as that provided in
Sec. V C.

Closer correlation of experimental and calculated NMR
frequencies may be obtained by considering both fiso and the
anisotropy tensor F̂ani. To this end, we calculate the mean
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FIG. 5. (Color) Tensors of hyperfine anisotropy of iron B sites
from the DFT calculations drawn in the elementary cell (scaling

coefficient C = 0.05 Å MHz
−1

). Green line segments correspond to
trimerons suggested in Ref. [10]. Sites are numbered in the order in
which they are listed in Ref. [10]; primes denote sites generated by
the ac-glide symmetry operation. Sites in the same group in Fig. S4 in
the Supplemental Material [21] share the same label color. (Surface
color corresponds to the z coordinate and is used just for clarity.)

square deviation σ (i,j ):

σ (i,j ) =
⎛
⎝ ∑

α=aa,bb,cc

{[
f calc

iso (i) + f calc
α (i)

] − [
f exp

iso (j )

+f exp
α (j )

]}2 + 2
∑

α=ab,ac,bc

[
f calc

α (i) − f exp
α (j )

]2

⎞
⎠

1/2

.

(5)

The index i of the calculated data corresponds to a specific
B site in the unit cell, while for the experimental data
the index j corresponds to a particular pair of branches
of angular dependence of the NMR frequency. (The fab

and fbc elements obtained from experimental data have an
arbitrary sign, whereas the sign of their product is known.
Considering this, the variants of the signs resulting in the
smallest σ (i,j ) were chosen for the calculation.) The σ (i,j )
then helps us to associate the B sites and the hyperfine field
experimentally observed. The values of σ (i,j ) determined
using the above equation are collected in Table S3 in the
Supplemental Material [21]. Total mean-square deviation
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FIG. 6. (Color online) Comparison of the anisotropic and
isotropic parts of the NMR frequencies extracted from the experi-
mental data of Mizoguchi and from the DFT calculations. The B sites
are ordered by decreasing fiso. For experimental data, the labels of
the sites follow the convention in Ref. [18]. For the DFT results, the
sites are numbered in the order in which they are listed in Ref. [10].

for each assignment of calculated and experimental data is
obtained by summing σ (i,j ):

σ = 1

16

16∑
K=1

σ (iK,jK ). (6)

The 16 pairs (iK,jK ) of indices are fixed by selecting the
assignment. The minimal value of σ is σmin = 11 MHz.
One of the best assignments (the diagonal of Fig. S4 in the
Supplemental Material [21]) is plotted in Fig. 7 in the same
way as for Fig. 5. We note, however, that there exist several
assignments with σ close to σmin.

Inspection of the results revealed three groups (in 8:5:3
ratio) of B sites in which the parameters of experimental and
DFT data correlate. These groups are marked by label colors
in Figs. 3, 5, and 7. The first group contains eight Fe3+-like
ions exhibiting lower anisotropy, confirming the observation
from Fig. 6. Moreover, the procedure successfully identified
the three NMR signals which are separated at low frequencies
from the rest of a zero-field spectrum [16,17] with a group of
three crystallographic sites with similar tensors of anisotropy;
the longest principal axis of the tensors points along the �c0

axis, while the other two principal axes are close to the �a and
�b directions. The five Fe2+-like ions in the remaining group
are located approximately in {002} planes of the Cc cell, with
the exception of the B14 iron ion, and the principal axis of
the anisotropy tensor corresponding to the largest (in absolute
value) eigenvalue is not far from either the [110] or [11̄0]
direction (with respect to Cc coordinates).

Hyperfine anisotropy of Fe3+ at the A sites is small, and
also the isotropic terms differ only slightly. For these reasons
we did not attempt to correlate the calculated and experimental
data.

VII. CONCLUSIONS

We succeeded in quantitatively reanalyzing Mizoguchi’s
measurements of the angular dependences of the 57Fe NMR
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FIG. 7. (Color) Tensors of the anisotropy of iron B sites from
the NMR data drawn in the elementary cell (scaling coefficient C =
0.05 Å MHz−1). The assignment with one of the minimal total mean-
square deviations σ (6) is plotted. Green lines denote trimerons as
suggested in Ref. [10]. The labels of the sites follow the convention
in Ref. [18]; primes denote sites generated by the ac-glide symmetry
operation. Sites in the same group in Fig. S4 in the Supplemental
Material [21] share the same label color. (Surface color corresponds
to the z coordinate and is used just for clarity.)

frequencies [18] in the low-temperature phase of magnetite
and extracted the isotropic parts and anisotropy tensors of the
NMR frequency. These data are directly proportional to the
isotropic parts and anisotropy tensors of the hyperfine field.
Moreover, we performed the DFT calculations of the hyperfine
field dependence on the magnetization direction using the
crystal structure reported by Senn et al. [10] and evaluated
the results in order to obtain analogous anisotropy data linked
to particular crystallographic sites. These two sets of data were
compared, and although a reliable unique assignment of NMR
lines to crystallographic sites was not feasible, three mutually

matching groups of B sites in a ratio of 8:5:3 were found.
The first group is occupied by the Fe3+-like ions; the other
ones are occupied by the Fe2+-like ions. This grouping allows
one to narrow down the range of B sites a particular NMR
signal may originate from and also supports the validity of the
calculations and the underlying crystal structure as the B-site
data sets from the DFT calculations share the same grouping
ratio as the ones from the experiment.

Further, the hyperfine anisotropy data obtained from the
DFT calculations support the trimeron concept [10] as the
central Fe2+-like ions of the suggested trimerons exhibit
significantly larger anisotropy than the end ions and the
principal axis linked with the smallest eigenvalue of
the corresponding anisotropy tensor of the central ions is
the closest to the trimeron axis, which is in agreement with
expectations deduced from the description of the electron
distribution in the trimerons. Even more direct insight into
the electronic ordering of the trimerons can be found in the
calculated maps of minority-spin valence-electron density,
which indicate that the electron cloud around the central ion
of each trimeron is prolate along the trimeron axis.

Moreover, the minority-spin valence-electron populations
at the B sites were acquired from the DFT calculations, and the
AIM method was used to determine iron valences and magnetic
moments. The populations were compared to the trimeron
model, and the valences correlated to the BVS data [10], both
showing good agreement.

Despite the discrepancies found between the approach of
Patterson [15] and our results, we understand Patterson’s
model and the model of trimerons as alternative views on
the same physical reality: Patterson’s concept of the broken
branched zigzag chain and pairs of Fe(B) ions with one-
electron bonds coincides with the trimeron network without
longer bonds. The Fe(B)-Fe(B) distances present important
information on which both models are based. However,
imposing a strict limit on bond length between Fe(B) pairs
to qualify for a charge transfer in Patterson’s model does not
seem appropriate as the bond length distribution is not wide,
so the overlap of t2g orbitals of neighboring Fe(B) ions is
significant even if their distance is not so short. Therefore the
trimeron model provides a more precise description of the
electronic structure of magnetite, as was shown by our results.
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(Dated: September 16, 2014; Revised: January 12, 2015)

Note: Twinning below the Verwey temperature

Orthorhombic twinning

At the Verwey temperature TV symmetry of magnetite is lowered from cubic to monoclinic Cc symmetry. Main

deformation is orthorhombic, with orthogonal coordination system defined by axes ~a, ~b, ~c0. As a rule, ~c0 is chosen to

be parallel to cubic [001] direction, ~a ‖ [1̄1̄0], ~b ‖ [11̄0]. Magnetically, ~c0 would be the easy direction in orthorhombic
symmetry, ~a is the hard direction. To the cubic → orthorhombic symmetry lowering corresponds ’orthorhombic’
twinning, i.e. below TV, the crystal would consist of six orthorhombic domain types:

O1 ≡ ~a ‖ [1̄1̄0], ~b ‖ [11̄0], ~c0 ‖ [001] (S1)

O2 ≡ ~a ‖ [11̄0], ~b ‖ [110], ~c0 ‖ [001]

O3 to O6 obtained by cyclic

permutations of Miller indices

Orthorhombic twinning can be prevented by applying the external magnetic field when the temperature crosses TV.

Mizoguchi used Bext=1.5 T parallel to [113] or [1̄23] [1] and ~Bext ‖ [1̄12] [2]. Abe et al. [3] used field making an angle

40◦ with [001] in (11̄0) plane to prevent orthorhombic twinning. In all these cases, ~c0 was parallel to [001] and ~a, ~b
were unambiguously determined.

Monoclinic twinning

Together with orthorhombic deformation, small monoclinic deformation happens: axis ~c is tilted by an angle 0.23◦

towards the −~a axis. This small crystallographic deformation has a relatively large effect on the magnetic anisotropy:
the easy axis is not [001], but it is canted by ' 2◦ from [001] towards the longer cube diagonal (i.e. to [111] direction
if ~a ‖ [1̄1̄0]) [4]. There are two equivalent cantings, and therefore a monoclinic twinning exists. This was not removed

by application of Bext=1.5 T parallel to [1̄23] [1] nor ~Bext ‖ [1̄12] [2]. To prevent it, Abe et al. [4] used Bext=1.35 T
parallel to [001] and simultaneously squeezed the crystal along the [111].

If monoclinic twinning is not prevented, usually an assumption is made that two possible monoclinic twins occur
with the same probability [1, 2, 4].

Note: Calculation of magnetization direction

Due to the magnetocrystalline anisotropy, direction of ~M in general differs from the direction of ~Bext. In the case

of a spherical sample, direction of ~M is found for a given ~Bext by minimizing the energy

E = − ~Bext
~M + Ea, (S2)

∗Electronic address: reznicek@mbox.troja.mff.cuni.cz
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FIG. S1: Calculated direction of magnetization in dependence on the direction of the external magnetic field Bext = 1.3 T.
Dashed lines correspond to magnetization trajectory in the monoclinic twin. The tilt of the ~c axis was not considered, i.e. the
dependence was determined with respect to the orthorhombic coordinates.

where Ea represents the magnetocrystalline anisotropy. Magnetocrystalline anisotropy of Fe3O4 at T=4.2 K was
measured by Abe et al. [4]. Taking the symmetry into account and neglecting terms of 6th and higher order in direction

cosines ϑa, ϑb, ϑ111 (taken with respect to the monoclinic ~a, ~b axes and cubic [111] direction) of magnetization ~M , it
can be expressed as

Ea = Kaϑ
2
a + Kbϑ

2
b + Kaaϑ

4
a + Kbbϑ

4
b + Kabϑ

2
aϑ

2
b −Kuϑ

2
111. (S3)

The values of the anisotropy constants in 104 J ·m−3, as determined by Abe et al. [4] are

Ka = 25.5, Kb = 3.7, Kaa = 1.8,

Kbb = 2.4, Kab = 7.0, Ku = 2.1,
(S4)

while Mizoguchi [1, 2] used more precise values

Ka = 25.52, Kb = 3.66, Kaa = 1.76,

Kbb = 2.42, Kab = 7.0, Ku = 2.13.
(S5)

Measuring the torque in the (11̄0) plane and taking

M = 5.104 · 105 A ·m−1, Bext = 1.45 T (S6)

Abe et al. [4] give an example of the correction for ~Bext and ~M noncollinearity. In case of the NMR experiments of
Mizoguchi [1, 2], the following values of the external field and magnetization apply:

M = 5.09 · 105 A ·m−1, Bext = 1.3 T. (S7)

For the analysis of Mizoguchi’s NMR data [2] acquired using the spherical sample, the values (S5) and (S7) were used

and the resulting ~M( ~Bext) dependence is plotted in Fig. S1. It turns out that for ~Bext in bc and ac planes ~M remains

almost perfectly in these planes, while in the ab plane this is not the case. Moreover, any small misorientation of ~Bext

near the hard ~a direction magnifies the error when determining the direction of ~M .
The presence of monoclinic twins in the sample leads to a situation when a demagnetizing field of one monoclinic

domain contributes to the magnetic field in other domain(s) and vice versa. Since there is probably no way to determine
the actual structure of monoclinic domains in the sample during the experiment (i.e. post facto), we confined ourselves
only to a test of a simple model assuming a homogeneous distribution of both domain types (in 1:1 ratio) in a volume
of the spherical sample. This model indeed produced slightly different dependences of the magnetization direction on
the external field and resulted in small changes of the fitted frequency dependences (equation (1) in the main paper).
However, the quality of the fit with and without this model was more or less the same, and since the model is too
simple to describe actual reality, we decided not to consider the demagnetizing field of the domains at all.
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Data obtained by decomposition of the angular dependence of the NMR frequency
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FIG. S3: Tensors of hyperfine anisotropy of particular iron A sites from the DFT calculations drawn in the elementary cell
(scaling coefficient C = 1.25 Å ·MHz−1). Sites are numbered in the order in which they are listed in [5]; primes denote sites
generated by the ac-glide symmetry operation. (Surface colour corresponds to the z-coordinate and serves just for clarity.)
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Correlation of experimental and calculated hyperfine parameters

TABLE S3: Mean square deviation σ(i, j) (in MHz) according to equation (5) in the main paper (in bold face if σ(i, j) < 18
MHz) for all combinations of B site data obtained from the experiment and from the DFT results. Lower value indicates better
correspondence. For experimental data, labels of the sites follow the convention in [2]. For the DFT results, the sites are
numbered in the order in which they are listed in [5]. The sites were ordered to make the grouping (see the main paper text)
clearly visible.

DFT experiment site

site B3 B2 B1 B8 B11 B9 B6 B4 B5 B10 B12 B7 B13 B14 B15 B16

B12 8.15 7.20 7.28 11.17 14.19 14.86 14.56 17.21 22.13 23.87 27.97 24.90 30.21 29.47 32.90 36.12

B15 8.04 6.83 6.51 10.48 13.83 14.46 14.17 16.96 22.01 23.72 28.14 25.21 30.16 29.14 32.68 35.84

B8 7.80 6.41 4.89 9.68 12.93 13.51 13.39 15.99 21.37 23.21 28.25 24.98 29.50 28.02 31.87 34.92

B5 8.48 7.47 5.95 8.18 12.71 13.54 13.41 16.45 21.88 22.91 28.12 26.12 29.84 27.33 31.34 34.25

B10 7.98 6.74 6.21 10.09 13.61 14.32 13.96 16.85 21.96 23.66 28.22 25.30 30.10 28.72 32.35 35.51

B11 7.14 6.04 5.40 9.84 12.94 13.47 12.98 15.52 20.70 22.45 27.12 24.15 28.90 28.59 32.17 35.21

B6 8.22 7.21 6.50 9.29 12.57 12.62 10.84 13.40 18.47 20.19 25.67 23.47 26.81 28.21 31.66 34.56

B9 10.44 10.00 9.87 12.34 14.04 13.29 10.16 11.41 15.69 18.02 23.59 21.29 24.11 29.61 32.51 35.24

B4 18.74 19.91 20.72 21.54 19.78 17.76 14.06 11.48 9.16 12.07 14.88 13.24 14.44 31.27 31.94 33.88

B14 26.47 27.81 28.22 28.14 25.55 23.43 20.77 17.13 13.54 14.03 16.10 16.62 12.93 33.15 33.26 34.07

B3 26.32 27.59 28.73 29.31 26.49 24.36 21.41 18.32 13.64 15.85 15.06 13.62 13.47 34.93 34.22 35.61

B1 27.95 29.31 30.49 30.91 27.77 25.64 23.02 19.70 14.75 16.44 14.81 13.51 12.85 35.04 34.08 35.19

B2 28.37 29.76 30.80 31.19 28.08 25.94 23.26 19.78 14.92 16.48 15.30 14.12 12.75 35.12 34.30 35.32

B7 22.50 23.05 22.82 18.64 18.24 20.11 21.73 24.41 27.06 25.61 29.41 29.15 29.35 8.72 14.02 16.77

B16 23.96 24.61 25.19 21.12 19.81 21.50 23.10 25.77 27.30 25.84 27.96 27.96 28.70 9.27 11.35 14.69

B13 23.48 24.11 24.56 20.43 19.33 21.09 22.63 25.37 27.12 25.67 28.12 28.09 28.74 8.90 11.74 15.02
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white for σ(i, j) ≥ 18 MHz) – darker field indicates better correspondence. For experimental data, labels of the sites follow
the convention in [2]. For the DFT results, the sites are numbered in the order in which they are listed in [5]. The sites were
ordered to make the grouping (see the main paper text) clearly visible.
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Abstract
The spin reorientation temperature TSR of stoichiometric Fe3O4, as well as of magnetite with a
small number of vacancies and magnetite containing a low concentration of Ti, Zn, Al and Ga
was measured on single-crystal samples using the ac susceptibility. In the same experiment the
temperature TV of the Verwey transition was also found. The results show that a correlation
between TSR and TV exists. The electronic structure of the compounds studied was
determined using the density-functional-based GGA+ U method. For stoichiometric
magnetite the first and second cubic anisotropy constants were calculated, while for magnetite
with defects the distribution of electron density using the ‘atoms in molecules’ approach was
determined. Based on a combination of experimental results with the electronic structure
calculations an explanation of the temperature dependence of the magnetocrystalline
anisotropy of magnetite is suggested.

(Some figures may appear in colour only in the online journal)

1. Introduction

Temperature dependence of the magnetocrystalline anisotropy
of magnetite was the subject of numerous studies in the
past (for a survey see [1]). In the cubic phase, above the
Verwey transition, the anisotropic part Ean of the energy is
well described by the first and second anisotropy constant K1
and K2:

Ean = K1 (ϑ
2
x ϑ

2
y + ϑ

2
x ϑ

2
z + ϑ

2
y ϑ

2
z )+ K2 ϑ

2
x ϑ

2
y ϑ

2
z , (1)

where ϑx, ϑy, ϑz are direction cosines of the magnetization.
Unlike the magnetization, the magnitude of which increases
monotonically with decreasing temperature, the K1(T) and
K2(T) dependences are nonmonotonic. K1 is negative at
ambient temperature; it first decreases with decreasing
temperature, acquiring a minimum at T ' 250 K. It then
increases and becomes positive at the spin reorientation
temperature TSR, which is slightly higher than the temperature
TV of the Verwey transition. The temperature dependence
of K2 is similar [2]. Abe et al [3] suggested to decompose
K1(T) into a monotonically decreasing, negative, term K0

1 and

a positive, anomalous, part 1K1:

K1 = K0
1 +1K1. (2)

Below TV the crystal symmetry is monoclinic with the
space group Cc and the anisotropy is described by

ECc
an = Kaϑ

2
a + Kbϑ

2
b − Kuϑ

2
1̄01 + Kaaϑ

4
a

+ Kbbϑ
4
b + Kabϑ

2
aϑ

2
b , (3)

where ϑa and ϑb are the direction cosines with respect to
the monoclinic a and b axes, and ϑ1̄01 with respect to the
axis [1̄01] of the monoclinic system defined in [3] (i.e. the
elongated body diagonal of cubic cell). The values of the
anisotropy constants at 4.2 K, determined experimentally by
Abe et al [3], are (in 104 J m−3)

Ka = 25.5, Kb = 3.7, Ku = 2.1,
Kaa = 1.8, Kbb = 2.4, Kab = 7.0,

(4)

and below TV the anisotropy energy is thus dominated by the
second-order term proportional to Ka. The fourth-order terms
in ECc

an may be averaged [3] to obtain an analog of the cubic

10953-8984/12/055501+07$33.00 c© 2012 IOP Publishing Ltd Printed in the UK & the USA
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Figure 1. Temperature dependence of the magnetic anisotropy
constant K1 in magnetite. The dashed line is an estimation of the
K1(T) dependence using the high temperature data of Smith [7] and
low temperature KCc

1 data of Abe et al [3]. Adapted from [1].

K1 constant:

KCc
1 =

1
45 (−20Kaa − 20Kbb − 6Kab). (5)

The KCc
1 temperature dependence smoothly connects to K0

1(T)
extrapolated from the cubic phase. The situation is shown in
figure 1 adapted from [1].

There were several attempts to explain the increase of K1
below 250 K. Abe et al [3] connected 1K1 with the possible
presence of strongly anisotropic ions, the most probable
candidate being Fe2+. Siratori and Kino [4] proposed that
1K1 originates from a short range ordering of Fe2+ ions on
the octahedral sublattice that presumably appears above TV
and becomes stronger as temperature decreases. As pointed
out by Ka̧kol and Honig [2] both these suggestions are rather
improbable. These authors showed that the deviation from
ideal stoichiometry influences the anisotropy only slightly,
despite the fact that the resulting increase of the mean
valency of Fe(B) ions reduces the number of (hypothetical)
ferrous ions on the octahedral sites. Also the nuclear magnetic
resonance (NMR) results [6] showed that, if any short order
exists, it must be dynamic, with a characteristic frequency
larger than ∼100 MHz.

Using thermodynamic considerations and the mean-field
model Aragón [5] analyzed the temperature dependence of K1
in stoichiometric and slightly non-stoichiometric magnetite.
He concluded that the anomalous term 1K1(T) is caused by
a degeneracy of the excited states, which should be twice the
degeneracy of the ground state. The nature of the excited states
was not specified by Aragón, however.

To achieve a deeper insight into the anisotropy of
magnetite and magnetite containing defects we determined
the spin reorientation temperature TSR using the ac
susceptibility. TSR is very sensitive to the details of
the temperature dependence of the anisotropy, yet its
determination using ac susceptibility is relatively easy.
In the same experiment the Verwey temperature is also
determined. The systems studied comprise stoichiometric
Fe3O4, magnetite with a small number of vacancies

Fe3(1−δ)O4 and magnetite Fe3−xMxO4 containing a low
concentration of M = Ti, Zn, Al and Ga. These substitutions,
as well as the vacancies, represent ‘charged’ defects, i.e. they
change the nominal valency of iron ions on the octahedral
sites. In stoichiometric magnetite all tetrahedral (A) sites are
occupied by ferric ions, while the formal valency of iron
on the octahedral (B) sublattice vB is 2.5, so that formally
its formula may be written as Fe3+(A)[Fe3+(B)Fe2+(B)]O4.
Cation vacancies occur in the B sublattice [2] and to maintain
charge neutrality more electron holes should appear on the
B sublattice, i.e. according to the above formula part of Fe2+

becomes Fe3+. The stable valency of zinc is 2+ and it replaces
trivalent iron on the A sites [9]. The presence of Zn thus
again leads to an increase of Fe(B) valency. Another charged
impurity is titanium, which is tetravalent and enters into the B
sublattice [8]. In this case charge neutrality requires a decrease
in the average valency of Fe(B) ions. Weaker influence on the
charge distribution is from aluminum, which is trivalent and
enters the B sublattice, providing its concentration is low [11].
The situation in magnetite containing Ga is more complex: Ga
is trivalent and it preferentially occupies the A sites, though
part may be found also in the B sublattice [12, 13]—the Fe(B)
valency is therefore affected mostly by the Ga ions in the B
sites.

We also calculate the anisotropy of stoichiometric cubic
magnetite using the method based on the density functional
theory. As such a calculation probes the energy of the system
at absolute zero temperature, the calculated K1 corresponds to
KCc

1 (T = 0 K) of (5). Analogous determination of anisotropy
in the defect-containing systems would be too demanding
on the computing power. For these systems we calculate
the electron and spin density distribution, which quantities
are of considerable interest, especially when the defect is
charged. In the gas of quasifree electrons the screening of
a static point charge results in the Friedel oscillations. In
the magnetite the situation is more complex. First, the extra
charge is screened both by a local distortion of the crystal and
by a redistribution of the electron density. Second, due to the
half-metallic character of the compound, only the minority
spin electrons are effective in screening the extra charge.
Finally the 3d electrons of iron are correlated. An interesting
question is whether the extra charge carriers induced by the
charged defect remain localized on a single B sites close to
the defect, or to which extent they become delocalized.

2. Experimental details

Chemical formulae of samples with cation substitution and
non-stoichiometric samples are Fe3−xMxO4 and Fe3(1−δ)O4,
where the x parameter stands for the concentration of
substitution metal M and the δ parameter denotes the
concentration of vacancies. Single-crystal samples were either
prepared by the floating zone technique [8] or grown from
the melt by using the cold crucible method [9]. The electron
microprobe assisted in a determination of the concentration
of the substitution. A list of studied samples is provided in
table 1, where TV and TSR are also given.
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Table 1. List of investigated compounds. Compounds denoted by
an asterisk (*) were prepared by the floating zone method [8]; all
other samples were grown from the melt by the cold crucible
technique [9]. vB is a formal mean valency of Fe on the B sublattice.
Spin reorientation TSR and temperature of the Verwey transition TV
are in K. Although trivalent Ga ions preferentially occupy the A
sites, part of them (xB ∼ 0.01 [13]) entering into the B sublattice
was taken into account when calculating vB.

Compound
notation x or δ vB TSR TV

Pure∗ 0.000 2.500 132.7 122.2
Ga∗ 0.050 2.497 126.7 117.5
Zn1 0.007 2.504 124.0 113.2
Zn2 0.009 2.505 122.5 110.0
Zn3 0.017 2.509 121.0 104.3
vac1 0.002 2.503 128.0 114.1
vac2 0.009 2.511 124.0 101.0
Ti∗1 0.008 2.494 128.0 116.4
Ti2 0.008 2.494 126.0 119.0
Ti3 0.020 2.485 110.0 79.1
Al∗1 0.005 2.499 128.3 119.7
Al∗2 0.030 2.492 126.5 97.3

As a suitable tool to determine TV and TSR we used the
ac susceptibility at a zero applied static magnetic field (initial
susceptibility). It was measured by a SQUID magnetometer
MPMS-5S (Quantum Design) in ac magnetic field he =

0.3 Oe at frequency 1 Hz. Samples of approximately
cylindrical form were used with the external driving ac
magnetic field he directed along the longitudinal axis. The
evaluated external complex susceptibility χe = χ

′
e − iχ ′′e =

m/he was not corrected for demagnetizing effects depending
on the sample dimensions. χe sensitively reflects the magnetic
and electronic structure of the system, though the details
of the underlying mechanism may be complex. In the past,
temperature dependence of the susceptibility of stoichiometric
Fe3O4 was studied by several authors. In particular Skumryev
et al [10] showed that there is a clear anomaly in the χ ′e(T) and
χ ′′e (T) at TV, while the spin reorientation transition manifests
itself in a less pronounced maximum in χ ′e(T) accompanied
by a minimum in χ ′′e (T). These authors also discussed the
possible origin of the observed χe(T) dependence.

We studied the temperature dependence of χe in the
temperature region of the Verwey transition, i.e. between
about 70 and 140 K, and found that in all samples its
behavior is similar to the one of stoichiometric magnetite.
A typical example is displayed in figure 2. The temperature
of the Verwey transition TV was determined as a point
of maximum first derivative dχ ′e/dT . This temperature
corresponds approximately to a maximum of the imaginary
part χ ′′e . For low concentration of defects the increase of
the susceptibility is abrupt which suggests the first-order
character of the transition. Above a critical concentration the
character of the χ ′e(T) becomes continuous, pointing to the
second-order character of the phase transition [2]. Above the
Verwey transition the real part of the susceptibility increases
with increasing temperature and at T = TSR it passes through
a maximum (at this temperature we also observed a less
pronounced minimum of the χ ′′e (T)). This temperature was
taken as a spin reorientation temperature.

Figure 2. Temperature dependence of the real (full curves) and
imaginary (dashed curves) parts of the external susceptibility for the
pure magnetite and Fe2.97Al0.03O4 (sample Al2 in table 1). The
imaginary part was multiplied by a factor of 50.

Figure 3. Dependence of spin reorientation temperature TSR and
temperature TV of Verwey transition on the average valency vB of
iron ions on the octahedral sites. The lines serve only as guides for
the eyes.

Our measurements were performed during warming
the samples after verifying that for pure magnetite the
temperature hysteresis between TV measured during warming
and cooling seems to be finite but less than 0.1 K. This
is in accord with the hysteresis 0.03 K obtained from the
measurements of the specific heat [14]. In our experiments
no hysteresis was found at the temperature TSR.

The dependence of TSR and TV on the mean valency
of Fe(B) ions is displayed in figure 3. We also studied in
all 12 systems the temperature dependence of the 57Fe NMR
spectra. The results will be published elsewhere; here we only
mention that TV determined by NMR agrees well with the
value obtained from the ac susceptibility.

3. Calculations

The electronic structure of the respective compounds was
calculated using the augmented plane wave + local orbital
method based on the density functional theory as implemented
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Figure 4. Calculated anisotropy constants of the stoichiometric
Fe3O4 as functions of the number of k-points in the irreducible
wedge of the Brillouin zone.

in the WIEN2k program [15]. For the exchange–correlation
functional the generalized-gradient approximation form [16]
was adopted. To improve the description of iron 3d electron
correlations we used the rotationally invariant version of the
LDA+U method as described by Liechtenstein et al [17], with
the GGA instead of LSDA exchange–correlation potential and
with a single parameter Ueff = U − J only. In most of the
calculations described in what follows, Ueff = 4.5 eV, which
value was successfully used to explain the contact hyperfine
field in a number of iron oxides [18]. The radii of the atomic
spheres were chosen as 1.6 au for oxygen and 1.8 au for
the cations. The number of basis functions was ∼100/atom
(RKmax = 7.0), and the charge density was Fourier-expanded
to Gmax = 16

√
Ryd.

In all cases considered the band structure corresponds to
a half-metal: the density of minority spin states is nonzero on
the Fermi energy, while there is a gap in the density of the
majority spin states. The magnitude of this gap increases with
increasing Ueff and for Ueff = 4.5 eV it amounts to 2.28 eV in
the stoichiometric magnetite. In the defect-containing Fe3O4
the value of the gap is reduced, being 2.02, 1.87, 1.76, 1.55
and 1.38 eV for Ga(A), vacancy(B), Zn(A), Al(B) and Ti(B),
respectively. The magnitude of the gap is important for the
eventual application of magnetite in spintronics.

3.1. Magnetocrystalline anisotropy

Calculation of the magnetocrystalline anisotropy of ferric
compounds which possess cubic symmetry is a formidable
problem—the anisotropy is small as a rule and calculated
results are sensitive to the method used, as well as to the
parameters of the calculation (number of the k-points, number
of the basis functions, form of the exchange–correlation
functional, etc). This concerns the first anisotropy constant K1
and it presents an even more serious problem for the second
and higher anisotropy constants. K1 of the stoichiometric
magnetite was calculated by Jeng and Huo [19], who used
the local-spin-density approximation, as implemented in the
linear muffin-tin orbital method [20]. No attempt was made

Figure 5. Calculated anisotropy constants of the stoichiometric
Fe3O4 as functions of the parameter Ueff.

to improve the description of the electron correlation by
employing the LDA+ U method.

In view of the differences between our and [19]
theoretical methods we recalculated the anisotropy of the
cubic magnetite using the force theorem (for a recent
discussion of the force theorem and further references
see [21]). The spin-polarized calculation is first converged;
then the magnetization direction [hkl] is specified and the
eigenvalue problem with a converged potential and the
spin–orbit coupling switched on is solved. Finally the sum
of eigenvalues Ehkl up to the Fermi energy is evaluated
for different [hkl] and used to determine the anisotropy. In
cubic systems three calculations with magnetization along
[001], [111] and [110] symmetry directions are sufficient to
determine the first and second anisotropy constant:

K1 = 4(E110 − E001);

K2 = 9(3E111 + E001 − 4E110).
(6)

The key problem in calculating the magnetocrystalline
anisotropy is its dependence on the number Nk of k-points in
which the eigenvalue problem is solved. For Ueff = 4.5 eV
this dependence is displayed in figure 4. To see the role of
third- and higher-order anisotropy constants, the calculation
was also performed for EM ‖ [113] and the resulting E113
subtracted from the anisotropy energy Ē113 calculated using
K1,K2 of (6). The result

D113 = E113 − Ē113 (7)

is also displayed in figure 4. As seen from this figure K1 is
negative and reasonably converged for Nk & 7000, which to
a lesser extent holds also for K2. The energy difference D113
is small, indicating that the anisotropy is well approximated
using only two anisotropy constants.

The dependence of K1 and K2 on the parameter Ueff
is shown in figure 5. As the calculation with Nk = 16 400
(corresponding to the division of the Brillouin zone 40, 40,
40) represented the upper limit of our computer possibilities,
this dependence was determined by adopting Nk = 8448
(division 32, 32, 32). The value of the first anisotropy constant
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Table 2. Stoichiometric Fe3O4. Atomic valence charges q
determined by the AIM method (in units of electron charge) and
spin magnetic moments ms (in Bohr magnetons). q is calculated as
the difference of the atom’s atomic number and the charge
contained in the AIM volume.

Atom

Fe(B) Fe(A) Oxygen

q ms q ms q ms

1.624 3.955 1.804 4.106 −1.261 0.049

extrapolated to Ueff → 0 is −2.1 × 104 J m−3, which is
surprisingly close to −2.7× 104 J m−3 obtained by Jeng and
Guo [19].

3.2. Magnetite with defects

The experimentally studied compounds were modeled by
supercells 2 × 2 × 2, where one iron atom was substituted
by Zn, Ti, Al, Ga or removed. Denoting the defect as
X, the formula is Fe47XO64, corresponding to the defect
concentration 0.0625, which is not far from the situation in
the studied samples. The unit cell contains 112 atoms (111
atoms for magnetite with the vacancy). Internal positions in
all structures were optimized by minimizing the forces exerted
on the atoms. The calculations were performed in 28 k-points
in the irreducible part of the Brillouin zone. In all cases the
value of the parameter Ueff = 4.5 eV was adopted.

Properties of interest is the distortion of crystal lattice
around the defect as well as the change of charges and
magnetic moments of neighboring atoms. In a standard
FPLAPW calculation atomic charges and spin moments are
evaluated in a simple way as a sum or difference of spin-up
and spin-down electron density within the given atomic
sphere. Then, however, the contribution of the density in the
interstitial region is disregarded and the result depends to
some extent on the atomic radii. More correctly, the atom can
be considered as a generalized volume around the nucleus,
in the sense of the atoms in molecules approach (AIM) [22],
charge and magnetic moments are then evaluated within such
a volume. The results are given in tables 2–4.

4. Discussion

The results of electronic structure calculations presented in
section 3.2 are a convenient starting point for a discussion
of the physics of defect-containing magnetite. The data in
table 3 show that ferric ions on the tetrahedral sublattice
are almost intact by the defect, the largest difference in
their valence charge in the systems studied being ∼1%. As
expected, the iron ions on the octahedral sites are much more
affected, the difference in their valence charge, relative to the
stoichiometric magnetite (see table 2), ranging from −12%
to +5% for the defect’s nearest Fe(B) neighbors. For the
next-nearest Fe(B) neighbors of the defect this difference
lies between −0.2% and +11%. Note that there is also
an appreciable change of the charge of the nearest oxygen

neighbors to the defect. Larger supercells will be necessary,
however, in order to find whether an analog of the Friedel
oscillations in magnetite exists.

Inspection of table 4 reveals that a considerable part of
screening is due to the local distortion around the defect.
Both Zn2+ and the vacancy on the B site carry negative
charge relative to Fe(B) and thus the nearest oxygen ions
are repelled. The distortion is particularly large around the
vacancy, for which the distance to the nearest oxygen is
increased by ∼7%. As expected the Ti4+ ion on the B
site causes the contraction of the octahedron. A somewhat
stronger contraction is associated with Al3+(B). In this case
the attraction caused by the Coulomb interaction is upheld by
the smaller ionic radius of Al3+ (0.0675 nm) compared with
the ferrous and ferric ions (0.092 and 0.0785 nm [23]).

The above-described results show that in the ground state
of the defect-containing cubic magnetite the modification
of the charge density spreads over a considerable distance.
As a consequence no localized, strongly anisotropic
ions are present. It is thus understandable why the
magnetocrystalline anisotropy and hence also the temperature
of spin reorientation (table 1) is only weakly modified by
the presence of defects. Figure 3 suggests strongly that the
Verwey and spin reorientation transitions are correlated. The
difference between TSR and TV is ∼10 K for stoichiometric
magnetite or low concentration x of the defects (namely for
small deviation of average valency vB of iron in octahedral
sites from the stoichiometric value 2.5) and it increases up to
∼30 K when x (and thus also the difference vB−2.5) is larger.

The calculated first anisotropy constant has the same sign,
but its magnitude is ∼2 times smaller comparing to KCc

1
(cf figures 1 and 5). As noted by Brabers [1] the magnitude
of KCc

1 may be too large because the high temperature data
of Smith [7] were used in the extrapolation. Part of the
discrepancy could also be connected with an underestimation
of the orbital moment, which is often encountered in
the density-functional-based calculations. In view of these
uncertainties the agreement between calculated K1 and KCc

1
is reasonable.

Attention can now be turned to the anomalous part 1K1
of the cubic first anisotropy constant. The fact that both KCc

1
obtained by the extrapolation of the experimental data and K1
calculated by GGA + U are negative, while 1K1 is positive,
shows that 1K1 is connected to the degeneracy of the excited
state present in the cubic phase only. This agrees with the
hypothesis of Aragón [5] who, however, avoids specifying
the nature of this state. Figure 3 indicates a strong correlation
between the spin reorientation transition (and thus anisotropy)
and the Verwey transition. This leads us to suggest that
the excited state corresponds to a local charge and orbital
ordering that becomes long range and stable for T < TV.
It will be degenerate as several orderings are equivalent in
the cubic symmetry. Assuming that there is a one-to-one
correspondence between the Cc symmetry crystallographic
domains that appear below TV and the excited state in
question, the degeneracy of the state will be 12, which is the
number of different crystallographic domains. At the Verwey
transition the symmetry is broken, the degeneracy is lifted
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Table 3. Atomic valence charges and spin magnetic moments in defect-containing magnetite. X, Fe (B)nn, Fe(A)nn, Onn, Fe (B)nnn
correspond to the defect, its nearest Fe(B) neighbor, Fe(A) neighbor, oxygen neighbor and the next-nearest Fe(B) neighbor. q and ms have
the same meaning as in table 2, in which the data for the pure magnetite are given.

X Fe (B)nn Fe (A)nn Onn Fe (B)nnn

Defect q ms q ms q ms q ms q ms

Ga3+(A) 1.873 0.026 1.537 3.825 1.761 4.109 −1.293 0.175 1.633 3.953
Zn2+(A) 1.275 0.052 1.644 3.984 1.755 4.091 −1.277 0.266 1.791 4.153
vac(B) 1.712 4.033 1.772 4.097 −1.188 0.008 1.701 4.041
Ti4+(B) 2.252 0.087 1.423 3.634 1.770 4.111 −1.246 −0.051 1.797 4.155
Al3+(B) 2.561 0.009 1.445 3.642 1.767 4.114 −1.364 −0.071 1.624 3.939

Table 4. Equilibrium distances in defect-containing (lines 2–5) and
stoichiometric magnetite (lines 6–7) in nm.

Fe (B)nn Fe (A)nn Onn Onnn

Ga3+(A) 0.3454 0.3658 0.1848 0.3535
Zn2+(A) 0.3451 0.3647 0.1963 0.3534
vac(B) 0.2804 0.3506 0.2200 0.3564
Ti4+(B) 0.3025 0.3485 0.1976 0.3651
Al3+(B) 0.2947 0.3457 0.1939 0.3564
Fe(B) 0.2967 0.3480 0.2059 0.3565
Fe3+(A) 0.3480 0.3635 0.1887 0.3493

and, as a consequence, 1K1 disappears. The form of the
anisotropy energy of each of the 12 components of the excited
state will have the form (3), albeit written in the coordinate
system of the corresponding Cc domain. To illustrate the
situation, we calculated the dependence of the energy on the
direction of magnetization EM in the (110) plane, assuming that
the anisotropy constants of the excited state are as given in
(4). The number of energy branches is smaller than 12 due to
the fact that some of the components of the excited state are
equivalent when the magnetization is kept in the (110) plane.
The energy branches intersect and, as a consequence, the
minimal energy E0 (full curve in figure 6) has a discontinuous
first derivative. The first anisotropy constant that corresponds
to E0 comes out large and positive Kexc

1 ∼ 3× 105 J m−3.

5. Conclusions

The discussion given above leads us to propose the following
scenario for temperature dependence of the anisotropy of
magnetite: above the Verwey temperature its ground state is
half-metallic, possessing small magnetocrystalline anisotropy
characterized by the negative K1 anisotropy constant. An
excited state at energy 1 above the ground state is degenerate
and its anisotropy is large with positive Kexc

1 . 1 depends
on temperature, it is large for temperatures high above the
room temperature and the excited state is almost empty.
With decreasing temperature 1 is reduced and below RT the
population of the excited state leads to a notable change in
the temperature dependence of the anisotropy, resulting in the
reversal of the sign of K1 at the spin reorientation transition.
At the Verwey transition 1 becomes zero, components of
the degenerate state transform to Cc crystallographic domains
with considerable macroscopic distortion, the degeneracy is

Figure 6. Anisotropy of the excited state components for
magnetization in the (110) plane. The energies of individual
components correspond to dotted, dashed and dashed–dotted curves,
the lowest energy E0 for a given angle is emphasized by a full curve.
θ is the angle, which magnetization makes with the [001] direction.

lifted and the positive contribution to KCc
1 (the analog ((5)) of

the cubic K1) disappears.
The strong temperature dependence of 1 may be

reflected in the behavior of the elastic constants, the strong
temperature variation of which was reported by Ka̧kol and
Kozłowski [24].

We note that a similar mechanism to that described
above should also influence the magnetostriction. Indeed
Brabers and Hendriks found strongly temperature-dependent
magnetostriction constants in the pure and Al-substituted
magnetite [25].

In conclusion, based on the experimentally determined
temperatures of spin reorientation and Verwey transitions
and on calculations of the anisotropy from first principles,
a model explaining the anomalous temperature dependence
of the magnetocrystalline anisotropy in the cubic phase of
magnetite was proposed. As a by-product of the electron
structure calculations the gap in the band structure of the
majority spin electrons in defect-containing magnetite was
calculated. This quantity could be important for eventual
application of magnetite in spintronics.
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Magnetite is often the subject of Mössbauer spectroscopy experiments either as a part of fundamental research
of this compound or during various geological studies. However, the complicated structure of the low-temperature
phase of magnetite exhibits 24 crystallographic iron sites, which presents a considerable obstruction for spectrum
interpretation. In this work, we carried out ab initio calculations to obtain a complete set of hyperfine parameters of
all the sites, and we used these parameters to simulate the corresponding Mössbauer spectrum. Simulation analysis
suggested an approximation of the spectrum by four sextets. Parameters of these four sextets were calculated,
and the approximation was shown to be appropriate. Further, the Mössbauer spectrum of a high-quality synthetic
single crystal of magnetite was measured at 4 K, allowing for a comparison of the theoretical results with the
experimental data. Finally, the four-sextet approximation was successfully applied to fit the measured spectrum.

DOI: 10.1103/PhysRevB.96.195124

I. INTRODUCTION

The formal composition of magnetite can be written as
[Fe3+]A[Fe2+Fe3+]BO2-

4 , where A denotes iron sites surrounded
by oxygen ions forming tetrahedra and B corresponds to the
iron ions inside octahedra formed by the nearest oxygen ions.
Apparently, the B sublattice exhibits mixed-valence character.
Magnetite has been drawing the attention of physicists since
1939 when the Verwey phase transition was found [1]. This
transition occurring at temperature TV ≈ 120 K is accom-
panied by a step change in electrical conductivity. When
temperature drops below TV, the inverse cubic (Fd3̄m) spinel
structure of magnetite reduces its symmetry and transforms
into the monoclinic Cc structure. Accordingly, the cubic
crystal splits into 12 magnetically nonequivalent monoclinic
domains [2]. In the high-temperature cubic phase, all A
sites are crystallographically equivalent, and the same holds
for all B sites. On the other hand, there are 8 different
groups of crystallographically equivalent A sites and 16
different groups of crystallographically equivalent B sites
in the low-temperature monoclinic structure. Thus, one of
the most interesting open questions concerns the charge
ordering of the low-temperature phase [3–6], which has been
probed by various means, including the hyperfine methods
comprising the Mössbauer spectroscopy [7–11] as well as
nuclear magnetic resonance (NMR) [2,12–14].

Recent progress comprises mainly the determination of the
crystal-structure parameters of the Cc phase by Senn et al. [15].
Based on their data, Senn et al. suggested a trimeron model
to describe the charge order of the B sublattice. The trimeron

*reznicek@mbox.troja.mff.cuni.cz

consists of three nearest-neighbor Fe(B) ions in a line; the Fe2+-
like ion in the trimeron’s center donates a part of its minority-
spin t2g electron to the two Fe3+-like ions at the trimeron’s ends.
The trimerons form a complex network, but there are also two
groups of crystallographically equivalent Fe(B) sites which do
not participate in any trimeron. The publication of Senn et al.
was followed by several works which employed the structure
data for ab initio calculations (see Refs. [2,16,17]). The work
of Patterson [17] presented an alternative model consisting of
Fe(B) ions incorporated either in a broken branched zigzag
chain or in pairs with one-electron bonds. On the other hand,
Ref. [2] supported the trimeron model as a more adequate
description of the electronic structure and grouped the B sites
in an 8:5:3 ratio. The first group contains Fe3+-like ions, while
the other groups are occupied by Fe2+-like ions.

Despite a significant number of publications concerning the
Mössbauer spectroscopy of the low-temperature Cc phase of
magnetite, a reliable detailed interpretation of the structure of
the spectra is still unavailable because of a significant overlap
of the spectral components (sextets) originating from the 24
different groups of iron sites. In this situation, the authors
of existing experimental studies of magnetite [7–11,18–21]
usually have had to resort to various phenomenological
assumptions to be able to decompose their spectra into several
sextets. However, the choice of suitable assumptions is difficult
from both fundamental and practical points of view since
subsequent analysis of the results is bound within the limits
determined by the assumptions and a comparison of different
studies is complicated if different decomposition approaches
are used. Thus, the aim of the present work is to understand
the Mössbauer spectra in the context of current knowledge.
The ab initio calculations based on the density functional
theory (DFT) are employed as a primary source of hyperfine

2469-9950/2017/96(19)/195124(10) 195124-1 ©2017 American Physical Society
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parameters for spectrum simulation. The calculation outputs
are supplemented with the hyperfine data extracted from
57Fe NMR experiments [2,12,13]. Finally, the analysis of
the simulation results allows for an appropriate fit of the
experimental Mössbauer spectrum.

II. CALCULATIONS

In order to obtain the hyperfine parameters necessary
for the simulation of the Mössbauer spectrum, the WIEN2K

software [22] was utilized for the DFT calculations of the
electronic structure of the Cc phase of magnetite. We used
9500 (RKmax = 6.0) basis functions and 9 k points in the
irreducible part of the Brillouin zone. The density of charge
was Fourier expanded to Gmax = 16 Ry

1
2 . The generalized

gradient approximation plus U method with Ueff = 4.5 eV,
RMT(Fe) = 2 a.u., and RMT(O) = 1.5 a.u. was employed. The
spin-orbit coupling was included in the calculations.

The calculations used the crystal-structure parameters of
the Cc phase of magnetite published by Senn et al. [15].
Structure optimization was not performed in order to avoid
the risk of reaching an incorrect total energy minimum.
Thus, consistency with the calculations in Ref. [2] was kept.
The average force acting on the ions in the experimental
structure was 9.8 mRy a.u.−1, while the maximum force was
19.3 mRy a.u.−1.

A. Charge density at iron nuclei and isomer shift

The electron charge density at the iron nuclei manifests
itself in the Mössbauer spectra as an isomer shift relative to
the reference (metallic bcc α-Fe). The charge densities at the
iron nuclei at 8 nonequivalent A sites and 16 nonequivalent
B sites were determined from the DFT calculations as the
density at the radial grid point R0 closest to the nucleus position
(this density is assumed to be constant over the corresponding
sphere with radius R0). The value of R0 = 5 × 10−5a0 (a0 ≈
5.292 × 10−11 m is the Bohr radius) was comparable to the
nuclear radius. The resulting charge densities ρ0 at iron nuclei
(and corresponding isomer shifts) are provided in Table I.

Isomer shift δ (expressed in γ source-velocity units) is
related to the charge density ρ0 at the nucleus [23]:

δ = c

E0

1

10ε0
Ze[(R�)2 − R2](ρ0 − ρ0,Fe), (1)

where ρ0,Fe is the electron charge density at the nuclei in α-Fe,
ε0 denotes vacuum permittivity, E0 represents the energy of the
first excited state of the 57Fe nucleus, c is the speed of light, Z
stands for the proton number, and R and R� are nuclear charge
radii of the 57Fe nucleus in the ground state and the first excited
state, respectively. Unfortunately, this relation does not allow
us to directly obtain the isomer shift from calculated charge
densities due to the significant uncertainty of the 57Fe nuclear
charge radius R� in the excited state [24]. Instead, the following
expression has to be used:

δ = α(ρ0 − ρ0,Fe), (2)

where the coefficient α is determined by a calibration proce-
dure described, e.g., in Ref. [25]. Our calibration required
a calculation of charge densities at iron nuclei in various

TABLE I. Electron charge density ρ0 at iron nuclei in magnetite
obtained from the DFT calculations together with isomer shift δ

derived using Eq. (2) [the ±4% error of the isomer shift is determined
by the calibration error of α (see text); a0 ≈ 5.292 × 10−11 m denotes
the Bohr radius]. The site numbering is the same as in Ref. [2] and
corresponds to site listing order in Ref. [15].

Nominal
DFT site valence ρ0 (e a−3

0 ) ρ0 − ρ0,Fe (e a−3
0 ) δ (mm s−1)

state [15]

A1 3+ 15308.964 −1.233 0.350
A2 3+ 15308.964 −1.233 0.350
A3 3+ 15308.951 −1.245 0.354
A4 3+ 15308.982 −1.215 0.345
A5 3+ 15308.975 −1.222 0.347
A6 3+ 15308.991 −1.206 0.342
A7 3+ 15308.994 −1.202 0.341
A8 3+ 15308.985 −1.211 0.344
B1 2+ 15306.875 −3.322 0.943
B2 2+ 15306.844 −3.352 0.952
B3 2+ 15306.924 −3.273 0.929
B4 2+ 15307.382 −2.815 0.799
B5 3+ 15308.316 −1.880 0.534
B6 3+ 15308.095 −2.101 0.597
B7 2+ 15306.885 −3.311 0.940
B8 3+ 15308.513 −1.684 0.478
B9 3+ 15307.812 −2.385 0.677
B10 3+ 15308.095 −2.101 0.597
B11 3+ 15308.063 −2.133 0.606
B12 3+ 15308.347 −1.849 0.525
B13 2+ 15306.805 −3.392 0.963
B14 2+ 15307.029 −3.167 0.899
B15 3+ 15308.499 −1.697 0.482
B16 2+ 15306.790 −3.406 0.967

compounds (including iron oxides) in the same way as for
the data in Table I. These values of charge density were
then paired with published experimental isomer shifts (see
Table II) and utilized for fitting the dependence (2) (see
Fig. 1). The fit determined the coefficient value of α =
−0.284 ± 0.011 mm s−1 e−1 a3

0 (a0 ≈ 5.292 × 10−11 m is
the Bohr radius), which is in agreement with the values
obtained in Ref. [25] (α = −0.291 ± 0.014 mm s−1 e−1 a3

0 for
halides and TiFe using the full-potential linearized augmented
plane-wave and augmented plane-wave plus local-orbital
methods implemented in the WIEN2K software) and Ref. [26]
(α = −0.278 ± 0.028 mm s−1 e−1 a3

0 for iron complexes using
quasirelativistic DFT within the zero-order regular approxima-
tion). It should be noted that despite the good agreement with
the published coefficient values, it was necessary to perform
the calibration with our particular DFT calculation method
(including specific parameter settings) rather than just using
some of published values because the resulting α value is
influenced by the applied DFT calculation method [32,33].

The values of isomer shift obtained from Eq. (2) for
particular iron sites in magnetite are included in Table I. The
values exhibit a sensitivity to the configuration of 3d electrons
[30]: δ = 0.34–0.35 mm s−1 for Fe3+ ions at the A sites, while
at the B sites δ = 0.48–0.68 mm s−1 for Fe3+-like ions and δ

= 0.80–0.97 mm s−1 for Fe2+-like ions.
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TABLE II. Calculated electron charge density ρ0 at iron nuclei
accompanied by experimental isomer shift δexp for various compounds
of iron (a0 ≈ 5.292 × 10−11 m denotes the Bohr radius).

Compound ρ0 (e a−3
0 ) ρ0 − ρ0,Fe (e a−3

0 ) δexp (mm s−1)

TiFe 15310.829 0.632 −0.145 ± 0.007 [27]
α-Fe 15310.196 0 0
FeAl 15309.133 −1.064 0.272 ± 0.015 [28]
Fe2O3 15308.139 −2.058 0.47 ± 0.03 [29]
FeF3 15307.628 −2.568 0.489 [23]
YIG (a) 15308.219 −1.978 0.57 ± 0.05 [30]
YIG (d) 15308.996 −1.200 0.26 ± 0.05 [30]
Fe3O4(A) 15308.866 −1.330 0.36 [7]
(above TV) 0.34 [8]

0.27 ± 0.03 [9]
Fe3O4(B) 15307.608 −2.589 0.78 [7]
(above TV) 0.66 [8]

0.67 ± 0.03 [9]
FeS 15307.176 −3.020 1.1 ± 0.1 [30]
FeF2 15305.414 −4.783 1.467 [31]

1.40 ± 0.05 [30]

B. Electric field gradient at iron nuclei

Another characteristic of the electronic structure influenc-
ing the Mössbauer spectra is the electric field gradient (EFG)
tensors at particular iron sites. The EFG tensors obtained from
the DFT calculations are provided in Table III, expressed in
the orthorhombic coordinate system [34] (as tensor elements
Vαα′ ; α,α′ = a,b,c) as well as in a canonical form (as diagonal
elements Vzz, Vyy , and Vxx), together with the asymmetry
parameters [η = (Vxx − Vyy)/Vzz] and principal axes (�vzz, �vyy ,
and �vxx) of the tensors. Visualization of the EFG tensors is
shown in Fig. 2 for the B sites and in Fig. 1 of the Supplemental
Material [35] for the A sites: the tensors are represented by
objects drawn in the elementary cell; the following formula
determines the distance r of the object surface from a particular
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FIG. 1. Isomer shift calibration. The values from Table II are
represented by the points; the line corresponds to a fit of expression
(2). The a and d crystallographic sites of yttrium iron garnet (YIG)
are distinguished. The labels Fe3O4 (A) and Fe3O4 (B) refer to the A
and B sites of the high-temperature phase of magnetite, respectively.
(a0 ≈ 5.292 × 10−11 m is the Bohr radius.)

FIG. 2. Visualization of the EFG tensors at Fe(B) sites in the
elementary cell (scaling coefficient C = 0.05 Å × 10−21 V−1 m2).
Trimerons [15] are highlighted by the green lines. The site numbering
is the same as in Ref. [2] and corresponds to site listing order in
Ref. [15]; primes denote the sites generated by the ac-glide symmetry.
(Surface color corresponding to the z coordinate is to improve clarity.)

iron-ion site:

r = C[Vaaϑ
2
a + Vbbϑ

2
b + Vccϑ

2
c

+ 2(Vabϑaϑb + Vacϑaϑc + Vbcϑbϑc)], (3)

where ϑα, α = a,b,c, stands for direction cosines with respect
to the orthorhombic axes and C is a scaling coefficient
(common for all sites in the plot). The figures illustrate the
size of the EFG at particular sites, as well as the orientation
of the principal axes of the tensors. The EFG at the Fe3+(A)
ions is small because of the nearly spherical symmetry of their
electronic configuration. The complex situation concerning
the B sites, which is depicted in Fig. 2, can be understood
in the context of trimerons. Obviously, the EFG at the
trimeron central ions is much larger than at the end ions,
and the principal axis related to the smallest eigenvalue of
the corresponding EFG tensor of the central ion is roughly
collinear with the axis of the trimeron. This conforms well
with the assumptions based on the electronic structure of
trimerons: the minority-spin charge density encompassing the
central Fe2+-like ions is significantly anisotropic as the charge
is located in the t2g orbital corresponding to the trimeron
axis. Concerning the Fe3+-like end ions, the approximately
spherical symmetry of the electron density is impacted only
by the partial charge donated by the central ions. (When the

195124-3

117
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end ion is a part of multiple trimerons, the donated charges
from different central ions enter different orbitals; thus, the
symmetry of the end ion is affected still only to a small
extent.) In the case of Fe3+-like ions B8 and B15, which do
not participate in any trimeron, the EFG is the smallest among
the B sites as no transferred charge perturbs the symmetry of
their electronic configuration.

On the other hand, the results do not support the model
of Patterson [17], as can be seen from the Fe(B) pairs not
included in the zigzag chain (e.g., B5′–B7): one would expect
a relatively similar charge configuration of these ions due to
the one-electron bond, but the difference in the EFG at these
sites is striking.

C. Hyperfine magnetic fields

The parameters of the hyperfine magnetic field obtained
from the DFT calculations and from the 57Fe NMR data [14]
were published in our previous work [2] in the form of isotropic
parts and anisotropy tensors of the hyperfine field. The present
work has to rely on the parameters from the DFT results
since they are assigned to particular iron sites with known
coordinates in the elementary cell, unlike the data from the
NMR experiment, where an attempt at such an assignment
was successful only to a limited extent. However, the DFT
calculations tend to systematically overestimate isotropic parts
Biso as well as the anisotropy characterized by the following
parameter:

Bani =
√

B ′2
a + B ′2

b + B ′2
c , (4)

where B ′
a , B ′

b, and B ′
c denote elements of the hyperfine field

anisotropy tensor in a canonical form. This effect can be
compensated for by a renormalization of these parameters in
order to match their average with the average of parameters
extracted from the experimental data (i = 1, . . . ,8 for the A
sites, while i = 1, . . . ,16 for the B sites):

ciso =
∑

i B
exp
iso (i)∑

i B
calc
iso (i)

,

cani =
∑

i B
exp
ani (i)∑

i B
calc
ani (i)

.

The following values of the renormalization coefficients
were found: ciso = 0.96 and cani = 0.32 [36] in the case of
the A sites; ciso = 0.94 and cani = 0.65 for the B sites. Now,
the hyperfine field Bhf for a particular magnetization direction
(denoted by direction cosines ϑα , α = a,b,c, with respect to
the orthorhombic coordinates) can be calculated:

Bhf = cisoBiso + cani[Baaϑ
2
a + Bbbϑ

2
b + Bccϑ

2
c

+2(Babϑaϑb + Bacϑaϑc + Bbcϑbϑc)],
(5)

where Bαα′ (α,α′ = a,b,c) are elements of the hyperfine field
anisotropy tensor expressed in the orthorhombic coordinates.

D. Correlations of hyperfine parameters

Hyperfine properties of particular iron ions are closely
related to their electronic configuration; thus, their comparison
may illustrate how these parameters are mutually correlated in
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FIG. 3. Renormalized isotropic and anisotropic parts of the
hyperfine magnetic field Vani =

√
V 2

zz + V 2
yy + V 2

xx parameter of EFG
and isomer shift δ of the B-site iron ions plotted as a function of
oxidation state determined by the AIM method in Ref. [2]. The site
numbering is the same as in Ref. [2] and corresponds to site listing
order in Ref. [15]. The lines serve only to guide the eye.

the context of the valence character of the iron ions (quantified
in Ref. [2] using the atoms in molecules (AIM) method [37]).
While the situation is fairly simple for the A sites, the case of
B-site ions is much more interesting (see Fig. 3). The right part
of Fig. 3 shows Fe3+-like ions exhibiting a higher isotropic part
Biso, smaller anisotropy Bani, lower EFG [represented by the
parameter Vani =

√
V 2

zz + V 2
yy + V 2

xx , where Vββ,β = z,y,x,
are EFG tensor eigenvalues, in analogy to Eq. (4)], and smaller
isomer shift than the Fe2+-like ions in the left part. This is
caused by low minority-spin 3d populations of Fe3+-like ions
leading to higher spin moment and, consequently, to higher
Biso. At the same time, orbital moments of these ions are small,
resulting into a low hyperfine field anisotropy. The relatively
high symmetry of the 3d electron distribution of Fe3+-like ions
is responsible for the low EFG. An opposite description can
be used for the Fe2+-like ions. The overall valence character
of the iron ions is reflected by the isomer shift. Clearly, all
parameters plotted in Fig. 3 exhibit roughly linear dependence
on the valence state of a particular iron ion.

III. SIMULATION

The hyperfine parameters obtained in Sec. II allowed for
a simulation of a zero-field 57Fe Mössbauer spectrum of the
Cc phase of magnetite using the FITSUITE 1.1.0.RC.11 software
[38]. A single crystal consisting of a single domain (with the
magnetization along the easy c axis) in an orientation with
the [201] direction parallel to the γ beam was considered.
This special orientation results in sextet line-intensity ratio
of 3:2:1:1:2:3 [39]. The line broadening was set equal to the
natural linewidth �N for the A sites and to twice the natural
linewidth in the case of the B sites, where more significant
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FIG. 4. Simulation of a zero-field 57Fe Mössbauer spectrum
(referenced to α-Fe) of a single-domain single-crystal sample of
magnetite (in the low-temperature phase) oriented in the [201]
direction along the incident γ ray. The site numbering is the same
as in Ref. [2] and corresponds to site listing order in Ref. [15].
Black, red, and blue indicate the three groups of Fe(B) subspectra
corresponding to the three groups of Fe(B) ions identified in Ref. [2].
The experimental data (see Sec. IV) are given for comparison.

charge fluctuation can be expected. The result of the simulation
shown in Fig. 4 can be compared to the experimental spectra
of the single-domain crystal, as well as of a powder sample or
a sample presented in Sec. IV because the configurations of
these samples yield the same sextet line-intensity ratio [39].

The result reveals contributions of four groups of iron sites
identified in Ref. [2] to the spectrum. Namely, the line near
3 mm s−1 described by Pasternak et al. [8] as a characteristic
feature of the Cc phase spectrum can be attributed to the group
of B7, B13, and B16 Fe2+-like ions. The apparent difference
between the subspectra of this group of ions and subspectra
of other Fe2+-like(B) ions illustrates the differences between
the electronic configurations of these two groups of ions (see
Ref. [2] for details) [40].

The spectral contributions of Fe(B) sites from the same
group are very similar. This suggests a decomposition of exper-
imental 57Fe Mössbauer spectra into four sextets [8 × Fe3+(A),
8 × Fe3+-like(B), 5 × Fe2+-like(B), and 3 × Fe2+-like(B)] as
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FIG. 5. Comparison of the four-sextet approximation (thick lines)
with the subspectra calculated by considering individual sites in the
groups (thin lines); see text for details. Black, red, and blue indicate
the three groups of Fe(B) subspectra corresponding to the three
groups of Fe(B) ions identified in Ref. [2]. The experimental data
(see Sec. IV) are given for comparison. The spectra are referenced to
α-Fe.

a suitable approach, while indicating that identifying individ-
ual iron sites in experimental spectra is virtually impossible.

In a simple approximation, a subspectrum of each of
the groups of iron ions can be replaced by a single sextet
described by hyperfine parameters calculated as the average
of the corresponding parameters [41] within the group (see
Table IV; a detailed listing of the average EFG tensors is
provided in Table V). A comparison of these four sextets with
the subspectra calculated by considering individual sites in the
groups is shown in Fig. 5. The correspondence is particularly
good for the 8 × Fe3+(A), 8 × Fe3+-like(B), and 3 × Fe2+-
like(B) groups, while it is still acceptable for the group of
five Fe2+-like(B) ions, where the hyperfine parameters of the
B3 and B4 sites make the subspectra of these sites slightly
different from the rest of this group.

Even better agreement of the simulation with the exper-
iment can be reached by calculating the average hyperfine
magnetic fields directly from the zero-field NMR measurement
at 4.2 K [12,13]; the result can be found in Fig. 6. The increased
magnetic splitting of the four sextets leads to an apparent
overall improvement of the match with the experimental data.

IV. EXPERIMENT

The measurement of the 57Fe Mössbauer spectrum was
carried out at 4 K using a thin-plate single-crystal magnetite
sample. The single crystal was prepared using the skull-
melting method [42] followed by subsolidus annealing in
CO/CO2 atmospheres in order to achieve the appropriate
stoichiometry [43,44]. The quality of the sample was checked
by the ac magnetic susceptibility measurement (the result is
shown in Fig. 2 in the Supplemental Material [35]); the Verwey
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TABLE IV. Average hyperfine parameters assigned to the four sextets representing the four groups of iron ions in the simulated Mössbauer
spectrum (see text). See Table V for the details of the EFG tensors including principal-axis orientation.

8 × Fe3+(A) 8 × Fe3+-like(B) 5 × Fe2+-like(B) 3 × Fe2+-like(B)
(A1, A2, A3, A4, (B12, B15, B8, B5, (B4, B14, B3, (B7, B16, B13)

Parameter A5, A6, A7, A8) B10, B11, B6, B9) B1, B2)

Isomer shift δ̄ (mm s−1) 0.347 0.562 0.905 0.957
Hyperfine magnetic field B̄hf (T) 50.59 50.53 47.62 35.39
Hyperfine magnetic field based on NMR B̄NMR

hf (T) 50.74 51.72 49.87 36.06
EFG V̄zz (×1021 V m−2) −0.316 −0.489 −6.428 13.699
EFG η̄ 0.392 0.348 0.610 0.039
Line broadening (�N) 1 2 2 2

transition was found at 123.1 K, indicating an almost perfect
sample structure, close to the ideal stoichiometry.

The measurements of 57Fe Mössbauer spectra were per-
formed in the transmission geometry using a constant-
acceleration-type spectrometer with a 57Co in Rh source kept
at room temperature. The spectrometer was calibrated at room
temperature with a 10-μm-thick α-Fe foil. The thin plate
(approximately 0.1 mm) of the magnetite crystal cut along the
(001) plane (in cubic notation) was glued to the sapphire plate
by wax and placed in a helium cryostat with the [001] direction
(in cubic notation) parallel to the γ ray. (The Mössbauer
spectrum measured above the Verwey transition temperature
is presented in Fig. 3 of the Supplemental Material [35].) The
sample was then cooled down to 4 K.

All possible structural domains originating from the or-
thorhombic and monoclinic twinnings were present in the
sample since no magnetic field was used during the cooling and
spectrum measurement. Taking into account the magnetization
directions (close to the local c axis) in these domains with
respect to the direction of the γ ray, the ratio of total line
intensities of particular sextets is expected to match the one
found in the simulation [45]. Note, however, that since the
sample was glued to the sapphire plate, the resulting strain
might affect the domain structure to some extent.

The spectrum was analyzed by means of a least-squares
fitting procedure which entailed calculations of the positions
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FIG. 6. The four-sextet approximation improved by taking the
average hyperfine magnetic fields directly from the zero-field NMR
measurement at 4.2 K [12]; see text for details. Black, red, and blue
indicate the three groups of Fe(B) subspectra corresponding to the
three groups of Fe(B) ions identified in Ref. [2]. The experimental data
(see Sec. IV) are given for comparison. The spectra are referenced
to α-Fe.

and relative intensities of the absorption lines by numerical
diagonalization of the full hyperfine interaction Hamiltonian
[46]. The absorption line shape of the spectrum was described
using a transmission integral formula [47]. The final fit was
carried out in the same FITSUITE software as the simulation.
The acquired spectrum is presented in Fig. 7 together with a
decomposition into four components corresponding to the four
groups of Fe ions. The hyperfine parameters in Table IV (using
the NMR-based magnetic field values) were used as starting
parameters for the decomposition fit. The fitted parameters
comprised isomer shifts, hyperfine magnetic fields, EFG V̄zz

values [48], line broadenings, and total absorption, while other
parameters (namely, the EFG asymmetry parameters η̄ and
the orientations of the EFG principal axes, as well as the
γ -ray direction and relative spectral contributions of the four
sextets) remained intentionally fixed. The resulting output
parameters of the fit are provided in Table VI. [The EFG
V̄zz values corresponding to the groups of 8 × Fe3+(A) and
8 × Fe3+-like(B) ions were kept fixed because their variation
within reasonable limits had a negligible impact.] Clearly,
the fit reproduces all significant features of the experimental
spectrum well. The small deviations from experimental peak
intensities can be attributed to the influence of the strain
(caused by gluing the sample) on the abundance of particular
structural domain types.

Compared to the initial values, the fit yielded systematically
larger isomer shifts (by up to 11%; the estimated error of
isomer shift values obtained by the DFT calculations is ±4%)
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FIG. 7. Experimental Mössbauer spectrum (referenced to α-Fe)
of magnetite at 4 K decomposed into four sextets by the fit (see text).
The gray line denotes the sextet corresponding to the group of Fe(A)
ions, while the black, red, and blue lines indicate the three sextets
representing the three groups of Fe(B) ions identified in Ref. [2].
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TABLE VI. Average hyperfine parameters assigned to the sextets representing the four groups of iron ions after a refinement by the fit of
the experimental Mössbauer spectrum (see text). Free parameters of the fit are in bold, and the percentage in parentheses denotes the relative
difference compared to the starting values in Table IV (hyperfine magnetic fields are related to the NMR-based values); all other parameters
(except total absorption) were kept fixed. See Table V for the details of the orientation of principal axes of the EFG tensors.

8 × Fe3+(A) 8 × Fe3+-like(B) 5 × Fe2+-like(B) 3 × Fe2+-like(B)

(A1,A2,A3,A4, (B12,B15,B8,B5, (B4,B14,B3, (B7,B16,B13)

Parameter A5,A6,A7,A8) B10,B11,B6,B9) B1,B2)

Isomer shift δ̄ (mm s−1) 0.386 (+11%) 0.577 (+3%) 0.985 (+9%) 1.018 (+6%)

Hyperfine magnetic field B̄hf (T) 50.88 (+0.3%) 52.58 (+1.6%) 50.32 (+0.9%) 36.23 (+0.5%)

EFG V̄zz(×1021 V m−2) −0.316 −0.489 −4.34 (−33%) 11.90 (−13%)

EFG η̄ 0.392 0.348 0.610 0.039

Line broadening (�N) 0.88 (−12%) 3.31 (+65%) 2.48 (+24%) 2.13 (+7%)

and hyperfine magnetic fields (by up to 1.6%). On the other
hand, the fitted EFG V̄zz parameters are lower in absolute
values than the starting ones. The significant difference of
−33% in the case of the group of 5 × Fe2+-like(B) ions can
be caused by a wide range of hyperfine fields at iron sites
in this group, which slightly complicates the approximation
of the group subspectrum by the single sextet. Resulting
line broadening values are relatively close to the initial
estimation used for the simulations in the case of the groups
of 8 × Fe3+(A) and 3 × Fe2+-like(B) ions, whereas they
reach higher values for the groups of 8 × Fe3+-like(B) and
5 × Fe2+-like(B) ions, most likely due to the broader ranges
of hyperfine fields at particular ions in these groups. The
fitted total absorption is smaller than the value used for the
simulation by just 3% of the value.

V. CONCLUSIONS

We have carried out DFT calculations of isomer shifts
and EFG tensors for all 24 crystallographic iron sites in the
low-temperature structure of magnetite. The results support
the concept of trimerons [15]. The calculated data together
with corresponding hyperfine magnetic fields derived from our
previous work [2] form a complete set of hyperfine parameters,
allowing for a simulation and deeper analysis of the Mössbauer
spectrum of this compound. We have simulated Mössbauer
sextets for each of the 24 iron positions and, comparing
these results with the experimental spectrum, have found that
the experimental line positions and all spectral subtleties are
reproduced. Thus, every feature visible in the experimental
Mössbauer spectrum is understood and can be explained by
the ab initio calculated electronic structure.

Based on the 24 sextets, we have also verified our previous
finding [2] that the 24 iron sites naturally break into four
groups: 8 × Fe3+(A), 8 × Fe3+-like(B), 5 × Fe2+-like(B), and
3 × Fe2+-like(B) ions. The hyperfine parameters of the ions
within each group share common characteristics, which means
that any effort to identify individual iron sites in Mössbauer
spectra is futile. On the other hand, it also allows us to
approximate the spectrum by four sextets, as we demonstrated.
The parameters of these four sextets, which we derived from

the hyperfine parameter sets of the 24 iron positions, were
further improved by determining the corresponding hyperfine
magnetic fields from zero-field NMR experiments [12,13]. We
thus propose those parameters as starting values for a fit of the
experimental Mössbauer spectrum of magnetite.

Trying to check how good our suggestion is, we performed
a Mössbauer spectroscopy measurement of a high-quality
single-crystalline synthetic sample of stoichiometric mag-
netite. When fitting the acquired spectrum, we paid special
attention to keeping the number of free parameters low to
demonstrate the suitability of the four-sextet approximation.
The fit matched the experimental spectrum very well, and the
final hyperfine parameters are not far from the initial ones.
The only limitations concerning the usability of the fit results
are the probable impact of the relatively broad range of
hyperfine fields at particular ion sites in the 5 × Fe2+-like(B)
group on the EFG V̄zz value corresponding to this group and
also the low sensitivity of the fit to the rather small EFG V̄zz

values of the 8 × Fe3+(A) and 8 × Fe3+-like(B) groups, which
was the reason for keeping them fixed.

We believe that our results will serve not only for a deeper
understanding of the fundamental problem of the electronic
structure of magnetite but also as a tool for experimentalists
who usually work from a different side of the problem trying
to fit the experimental data to get parameters that give the best
possible description of the processes the sample undergoes.
Indeed, there are numerous situations where Mössbauer
spectroscopy was used not only to solve basic problems of
magnetite but also just to check for the existence of this
mineral, as in many geological studies, or to suggest how
geological conditions changed magnetite structure.
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2

FIG. 1: Visualization of the EFG tensors at Fe(A) sites in the elementary cell (scaling coefficient C = 0.5 Å · 10−21 V−1 ·m2).
The site numbering is the same as in Ref. [1] and corresponds to site listing order in Ref. [2]; primes denote the sites generated
by the ac-glide symmetry. (Surface colour corresponding to the z-coordinate serves for clarity improvement.)
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3

Sample characterization

AC magnetic susceptibility of the studied sample was measured prior to the grinding to 0.1 mm thickness. The
results are shown in Fig. 2, whereas the Mössbauer spectrum above the Verwey transition is presented in Fig. 3.
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FIG. 2: The results of AC susceptibility measurement of the investigated sample proving its high quality.
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FIG. 3: Mössbauer spectrum of the investigated sample measured at 160 K referenced to the 57Co in Rh source.
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Nuclear Magnetic Resonance/Near Quadupole Resonace specra of 175Lu in lutetium iron garnet
�LuIG� were measured in the range of 10–500 MHz in zero external magnetic field at a temperature
of 4.2 K. Experimentally observed spectra had complicated structure and a theory was needed to
interpret them. To this end we calculated the electronic structure of LuIG and from it the values of
magnetic hyperfine fields and the components of electric-field-gradient tensor at the lutetium nuclei
were determined. These parameters were used to simulate the theoretical spectra of 175Lu in LuIG.
Simulated spectral lines of 175Lu at dodecahedral sublattice correspond reasonably well with the
system of measured lines in the range of 10–200 MHz. Several spectral lines in the range of
300–500 MHz can be interpreted as the resonance of 175Lu at the octahedral sites that are nominally
occupied by the ferric cations. © 2006 American Institute of Physics.
�DOI: 10.1063/1.2158687�

I. INTRODUCTION

Lutetium iron garnet �Lu3Fe5O12, LuIG� is a collinear
ferromagnetic oxide with a cubic crystal structure �space

group Ia3̄d�,1 and an easy magnetization axis along the �111�
direction. LuIG is a parent compound of promising magneto-
optical systems.2 In an ideal system the Fe3+ ions fully oc-
cupy tetrahedral d sites and octahedral a sites, while dodeca-
hedral c sites are occupied by Lu3+. For magnetization along
�111� there are two magnetically nonequivalent dodecahedral
sites with the ratio 1:1 and two magnetically nonequivalent
octahedral sites with the ratio 3:1. Due to a relatively small
ionic radius of Lu3+ a fraction of these ions enter the octa-
hedral sites in a real system, creating Lu antisite defect.

Besides precise measurement of hyperfine interactions,
nuclear magnetic resonance �NMR� allows to study defects
in garnet systems that could hardly be detected by other
methods.3,4 Our previous results obtained by 57Fe NMR in
LuIG were published in Ref. 5

In addition to 57Fe NMR two lutetium isotopes also con-
tribute to the NMR signal: 175Lu �nuclear spin I=7/2, natural
abundance 97.41%� and 176Lu �I=7, natural abundance
2.59%�. The high nuclear spins of lutetium isotopes together
with a low local symmetry of c sites lead to complicated
NMR/nuclear quadrupole resonance �NQR� spectra. In this
paper we report the measured NMR spectra and compare
them with the spectra simulated using the ab initio calculated
hyperfine parameters.

II. EXPERIMENT

The polycrystalline sample Lu3Fe5O12 used in the
present study was prepared by a liquid mix technique.5,6

NMR/NQR spectra were measured by the spin-echo method
using the phase-coherent pulse spectrometer with an averag-
ing technique and the Fourier transformation. The measure-
ments were performed in zero external magnetic field at tem-
perature T=4.2 K. The signal-to-noise ratio was significantly
improved by using the Carr-Purcell pulse sequence.

The measured spectrum consisted of narrow resonance
lines of 57Fe from tetrahedral site at frequency 64.6 MHz and
from octahedral sites at 74.6 and 75.7 MHz. In the vicinity
of the 57Fe lines a set of weak satellite lines was detected and
interpreted as a resonance of 57Fe close to Lu antisite defect.5

From the relative intensities in the 57Fe spectra the concen-
tration of this defect at a sites was determined as 1.6%.

Besides these lines a complicated structure of broad lines
at frequency range of 30–200 MHz and additional spectral
lines of much lower intensity at the range of 300–550 MHz
were found �see Figs. 1 and 2�, which could be assigned to
the lutetium nuclei.

III. CALCULATION OF ELECTRONIC PROPERTIES

Ab initio calculation of the electronic structure was
based on the density-functional theory �DFT�. It used the
full-potential augmented-plane-wave method as imple-
mented in the WIEN2K program.7 The calculations were per-
formed using a structural cell of LuIG containing four for-
mulae of Lu3Fe5O12. To obtain the properties of Lu3+ ion on
both a and c sites for the structure containing the antisite
defects, one Fe�a� atom was replaced by Lu. All calculationsa�Electronic mail: helena.stepankova@mff.cuni.cz
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were spin polarized, with local spin-density approximation8

for the exchange-correlation potential. Band-structure calcu-
lations were performed in four points in the irreducible part
of the Brillouin zone; the number of the basis functions was
�5000.

Dominant part of the Lu hyperfine field Bhf arises from
the Fermi contact term that is due to the transfer of spin
density from the 3d states of Fe to the outer s states of Lu.

The calculation that involved the spin-orbit coupling showed
that the orbital and spin dipolar contributions to Bhf are small
and were neglected. Calculated magnetic hyperfine fields and
the parameters Vzz and � of electric quadrupolar interactions
of lutetium at two magnetically nonequivalent c and a sites
are given in Table I.

IV. SIMULATION OF THEORETICAL SPECTRA

The Hamiltonian that determines the NMR/NQR spectra

consists of electric quadrupolar interaction ĤQ and magnetic

dipolar interaction ĤM:

Ĥ = ĤQ + ĤM , �1�

ĤQ =
eQVzz

4I�2I − 1��3Îz
2 − Î2 +

�

2
�Î+

2 + Î−
2�� , �2�

ĤM = − �Bhf · Î = − �Bhf�Î+e−i� sin �

+ Î−ei� sin � + Îz cos �� , �3�

where the component Vzz and the asymmetry parameter �
determine the electric-field-gradient tensor Vij, Bhf is the hy-
perfine magnetic-field vector, eQ is the nuclear quadrupolar

momentum, � is the nuclear magnetogyric ratio, and Î+, Î−,

Îz, and Î2 are the nuclear-spin operators. The Hamiltonian is
expressed in the system of main axes of the Vij tensor that
coincides with the local symmetry axes of Lu sites. Angles �
and � are the spherical coordinates of the direction of Bhf in
the system.

Both electric and magnetic hyperfine interactions were
of comparable magnitude, which makes necessary to solve
the eigenvalue problem of the total interaction Hamiltonian.
The diagonalization had to be carried out separately for c1,
c2, a1, and a2 sites and it provided the eigenvalues which
gave us resonance frequencies of transitions between various
energy levels and wave functions corresponding to the en-
ergy levels. The comparability of both electric and magnetic
hyperfine interactions allows 28 transitions for isotope 175Lu
and 105 transitions for isotope 176Lu for each nonequivalent
site. Probability of each transition was calculated using the
first-order perturbation theory.

FIG. 1. Experimental 175Lu NMR spectrum of lutetium at dodecahedral c
sites �top� and spectrum simulated independently from parameters calcu-
lated ab initio �bottom� in the frequency range of 10–290 MHz. Contribu-
tions to the simulated spectrum from 175Lu having no lutetium antisite defect
in its vicinity �denoted as 175Lu�c1;2

0 ��, one defect in its nearest a neighbor-
hood �175Lu�c1;2

nn ��, and one defect in its next nearest a neighborhood
�175Lu�c1;2

nnn�� are displayed. Relative intensities of these contributions are
calculated using the concentration of the defect in the measured sample.

FIG. 2. Experimental 175Lu NMR spectrum of lutetium at octahedral a sites
�top� and spectrum simulated independently from parameters calculated ab
initio �bottom� in the frequency range of 310–585 MHz.

TABLE I. Values of hyperfine parameters at the lutetium nuclei calculated
ab initio. Angles � and � determine the direction of magnetization in the
system of local axes. Notations �c1

0�, �c2
0�, �c1

nn�, �c2
nn�, �c1

nnn�, and �c2
nnn� mean

c1 and c2 sites with no lutetium antisite defect in its vicinity, one defect in its
nearest a neighborhood, and one defect in its next nearest a neighborhood,
respectively.

Vzz �10−21 V m−2� � Bhf �T� � �deg� � �deg�

Lu�c1
0� 8.00 0.130 3.40 54.7 90

Lu�c2
0� 8.00 0.130 3.40 90 54.7

Lu�c1
nnn� 8.03 0.133 3.89 54.7 90

Lu�c2
nnn� 8.03 0.133 3.89 90 54.7

Lu�c1
nn� 8.08 0.231 5.88 54.7 90

Lu�c2
nn� 8.08 0.231 5.88 90 54.7

Lu�a1� −25.1 0 21.73 0
Lu�a2� −25.1 0 21.73 70.5 0

08M903-2 Chlan et al. J. Appl. Phys. 99, 08M903 �2006�
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Resulting simulated spectra were obtained as a superpo-
sition of the Lorentz curves at calculated frequencies with
the amplitude proportional to the transition probability. We
did not try to best fit the theory to the experiment. Instead, to
illustrate the connection, a Lorentzian broadening of the cal-
culated lines with the half-width of 6 MHz was used. To take
into account the differences in energy-level populations, lin-
ear scaling of the amplitudes with increased frequency was
applied.

V. RESULTS AND DISCUSSION

Density-functional-based calculations of electric-field
gradient �EFG� are usually in a fair agreement with the ex-
periment �see, e.g., Ref. 9�. The situation is worse with the
hyperfine field, as the contact contribution is often underes-
timated by tens of percent.10 This discrepancy is connected
with the failure of the present DFT approximations to de-
scribe precisely the inner s electron states. If Bhf arises from
the transferred hyperfine interaction to the outer s states, bet-
ter agreement with the experiment is achieved.11 Our simu-
lated spectra are very sensitive to the input parameters and a
full agreement of their structure with the experiment cannot
be expected. The center of gravity of the resonance lines and
the width of frequency interval give better information on the
adequacy of the theory. Comparison of the simulated spec-
trum with experiment in Fig. 1 shows unambiguously that
the group of broad lines in the range of 30–200 MHz arises
from 175Lu at c sites.

Weaker lines found in the range of 300–530 MHz were
compared to the simulated spectrum of 175Lu at a sites �see
Fig. 2� and to the simulated spectrum of isotope 176Lu at c
sites. Intensities of experimental lines at this frequency range
were approximately 50 times lower than the intensities of
lines of 175Lu at c sites. This ratio could therefore correspond
to the concentration of Lu antisite defect as well as to natural
abundance of isotope 176Lu at c sites. Ten lines of simulated

spectrum of 175Lu at a sites lied in the 330–570 MHz range,
while the others at lower frequencies contributed to the back-
ground of the spectrum of 175Lu at c sites. The whole simu-
lated spectrum of 176Lu at c sites occurred below 150 MHz
and it is thus hidden in the 175Lu�c� spectrum of much higher
intensity. This allowed us to interpret the lines in the
300–530 MHz range as a resonance of 175Lu at the a sites.

In conclusion, the comparison of experimental NMR/
NQR spectra with the simulation based on ab initio calcula-
tions of hyperfine parameters enabled to test the accuracy of
the calculations for a complex garnet structure and allowed
us to assign the spectral lines to the resonance of 175Lu in c
and a sites.
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Abstract
Temperature dependence of nuclear magnetic resonance (NMR) spectra of 47Ti and 49Ti in
polycrystalline ilmenite FeTiO3 was measured in the range from 5 to 300 K under an external
magnetic field of 9.401 T. NMR spectra collected between 300 and 77 K exhibit a resolved
quadrupole splitting. The electric field gradient (EFG) tensor was evaluated for Ti nuclei and
the ratio of 47Ti and 49Ti nuclear quadrupole moments was refined during the fitting procedure.
Below 77 K, the fine structure of quadrupole splitting disappears due to the enormous increase
of anisotropy.

As a counterpart, ab initio calculations were performed using full potential augmented
plane waves + local orbitals. The calculated EFG tensors for Ti and Fe were compared to the
experimental ones evaluated from NMR and the Mössbauer spectroscopy experiments.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

Ilmenite is a titanium iron oxide with a chemical formula of
FeTiO3. Its solid solution with hematite (α-Fe2O3) exhibits
an anomalously high thermoremanent magnetization [1]. This
anomalous behavior can be understood as a Martial anomaly
analog [2]. An intensive research interest in ilmenite and
hemato-ilmenite is devoted to understanding the processes
and conditions of growth of ilmenite and its solid solution
with hematite (hemato-ilmenite) and the observed physical
phenomena. Investigation of structural details of pure ilmenite
is an important contribution to the widely discussed exchange
bias mechanism [3, 4] in the hemato-ilmenite solid solutions.
As far as we know, the hemato-ilmenite solid solutions exhibit
the highest ever observed exchange bias in natural systems.

Ilmenite crystallizes in rhombohedral crystal structure
with space group R3̄. Fe and Ti planes alternate in the

material along the z direction [5, 6]. Ti4+–Fe2+ and Ti3+–
Fe3+ arrangements are discussed in the literature. According
to Fujii et al, the Ti4+–Fe2+ arrangement is preferred, but the
presence of a small amount (less than 10%) of Ti3+–Fe3+ was
also reported [7].

FeTiO3 is an antiferromagnet with a Néel temperature
(TN) of 56 K. Magnetic moments of Fe are ferromagnetically
ordered within the xy planes and the planes with an
antiparallel orientation of magnetic moments alternate along
the z axis, [8, 9]. FeTiO3 exhibits a metamagnetic transition
with a critical field of 7.99 T [10] applied along the
z direction, [9, 11]. Neutron diffraction studies suggested that
the magnetic moments of irons are slightly deviated from the z
direction [12–14].

This paper focuses on investigating the hyperfine
interactions of titanium nuclei in a pure ilmenite. The
experimental approach employing nuclear magnetic resonance

0953-8984/11/205503+05$33.00 © 2011 IOP Publishing Ltd Printed in the UK & the USA1
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(NMR) and Mössbauer spectroscopy is complemented by
calculations of electronic structure based on density functional
theory (DFT).

Titanium has two stable isotopes with a nonzero dipolar
magnetic moment: 47Ti (spin 5/2, natural abundance of
7.3%) and 49Ti (spin 7/2, natural abundance of 5.5%).
NMR experiments and mainly the analysis of NMR spectra
on titanium are rather complicated due to the very close
values of nuclear gyromagnetic ratio of the isotopes,
−2.404 035 MHz T−1 and −2.404 752 T−1 [15]. The
quadrupole moments of 47Ti and 49Ti are relatively large and
moreover the values of quadrupole moments (especially for
47Ti) reported by various authors [16–22] differ; the ratio of
the quadrupole moments ranges from 0.818 to 0.741 in the
literature.

Regardless of the complications mentioned above,
several works on titanium oxide systems were published
(rutile [17, 23], brookite [24], perovskite-type titanates,
e.g. [25, 26]). NMR measurements of FeTiO3 at room
temperature under 9.4 T were published in [27]. Padro et al
[28] estimated the electric field gradient (EFG) tensor at Ti
nuclei from the NMR experiment of Bastow et al [27] and
confronted them with their DFT calculations. However, these
studies were restricted only to the central transition in the
titanium spectra.

2. Sample and methods

2.1. Sample

We measured a commercial polycrystalline sample of FeTiO3

purchased from Sigma Aldrich Company. From the x-
ray powder diffraction, we confirmed that the structure is
rhombohedral and the sample is well crystalline, with a small
amount of TiO2 impurities (less than 0.5%). According to the
x-ray fluorescence, the ratio of iron and titanium amount is
approximately 1.03.

2.2. Mössbauer spectroscopy

Mössbauer spectra were recorded in zero external magnetic
field using a constant acceleration spectrometer with a 50 mCi
57Co (Rh) source moving at room temperature. For low-
temperature measurement the sample was placed in a variable-
temperature cryostat. Isomer shift values are reported with
respect to α-Fe. The collected Mössbauer spectra were fitted
by the MossWinn software package employing the least-
squares method.

2.3. NMR

The pulse spectrometer used for our NMR experiments is a
system based on a Bruker Avance high-resolution console of
special customer configuration. The sample was fixed in the
excitation coil of a parallel resonant circuit and the probe
head was inserted into the helium continuous-flow cryostat.
The measurements were performed under an external magnetic
field of 9.401 T. In order to reach a sufficiently high signal-to-
noise ratio (S/N), 4096 scans were acquired at each frequency.

To further increase the S/N ratio, we used the Carr–Purcell
multi-echo pulse sequence with 51 echoes in the train where
all echoes were recorded and coherently summed.

The values of the nuclear gyromagnetic factor of titanium
isotopes 47Ti and 49Ti are very close; as a consequence,
their NMR spectra overlap. Furthermore, relatively large
quadrupole moments lead to a broad spectral range, therefore,
we employed a frequency swept regime with a step of 50 kHz
in the excitation frequency. At each frequency step, the
resonant circuit of the probe was tuned and well matched
and the optimal excitation conditions were found. The delay
between the scans was set long enough to allow a relaxation
of nuclear magnetization to its equilibrium. Fast Fourier
transformation (FFT) of the time domain data was performed
at each excitation frequency and the final spectrum was
constructed as an envelope of the individual FFT.

2.4. Calculations

The electronic structure was calculated with the full potential
augmented plane waves + local orbital (APW + lo) method,
as implemented in the WIEN2k package [29]. To improve
the description of electron correlation, we used a rotationally
invariant version of the LDA + U method as described by
Liechtenstein et al [30], but with the GGA-PBE (generalized
gradient approximation of Perdew–Burke–Ernzerhof) [31]
exchange correlation potential and single parameter Ueff =
U − J (J = 0). The values of applied Ueff on Fe and Ti
were chosen (in agreement with [32]) as 4.5 eV and 3 eV,
respectively. The radii of the atomic spheres were 2 au for
Fe and Ti, 1.5 au for oxygen. We checked the sensitivity of the
results to the parameters of the APW + lo: the calculations
were performed in 32 k-points in the irreducible part of
the Brillouin zone, the number of basis functions was 1453
(RKmax = 7.8) and the charge density was Fourier-expanded
to Gmax = 16 (Ryd)1/2.

3. Results and their analysis

3.1. Mössbauer experiments

Zero-field Mössbauer spectra of FeTiO3 were measured at
300 and 5 K; those evaluated are summarized in table 1.
At 300 K, the mathematical deconvolution of the respective
Mössbauer spectrum leads to two components: a doublet
and a singlet (see figure 1(a)). From the isomer shift we
deduce that the doublet corresponds to the Fe2+ ion in the

Table 1. Mössbauer hyperfine parameters of FeTiO3 derived from
zero-field Mössbauer spectra, recorded at a temperature of 5 and
300 K, where δ is the isomer shift, �EQ denotes the quadrupole
splitting, Bhf represents the hyperfine magnetic field and RA is the
relative spectral area of individual spectral components.

T (K) Component
δ ± 0.01
(mm s−1)

�EQ ± 0.01
(mm s−1)

Bhf±0.3
(T) RA ± (%)

5 Sextet 1.19 1.45 4.5 100
300 Doublet 1.08 0.66 — 96

Singlet 0.28 — — 4

2
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Figure 1. Mössbauer spectra of FeTiO3 at 300 and 5 K; experimental
data together with the fit.

high spin state (i.e. S = 2), whereas the singlet reflects the
presence of the Fe3+ ion in the high spin state (i.e. S =
5/2) [33]. Fe3+ acts as an impurity; its presence is very low
in the sample as demonstrated by the relative spectral area
of the singlet component. For temperatures below ∼55 K,
FeTiO3 magnetically orders as indicated by the magnetically
split profile of the low-temperature Mössbauer spectra. At
5 K (see figure 1(b)) only one component is observed. The
Mössbauer spectrum has an isomer shift typical for Fe2+. Fe3+
was not detected since its signal is hidden in the much more
intense Fe2+ spectrum. From figure 1(b), one can see that
the individual peaks of the sextet are strongly overlapped,
which is a consequence of the relatively low value of hyperfine
magnetic field. Electric quadrupole interaction and magnetic
dipolar interaction are thus of comparable strength and in the
fitting neither of them can be treated as a perturbation with
respect to the other one. Having this in mind, the relative
spectral intensities of individual sextet lines were fixed to
2:1:1:2:3:3, which applies for a randomly oriented powdered
non-magnetized sample (see [34]).

3.2. NMR experiments

Spectra of titanium isotopes measured in a broad frequency
range are plotted in figure 2 for temperatures 300, 77, 35 and
5 K. The spectra shift to the higher frequencies with decreasing
temperature down to 77 K, while below 77 K the position of
the maximum remains constant. Besides the shift, the spectra
gradually broaden with decreasing temperature: at 150 K,
the fine structure of the quadrupole splitting is still resolved,
but in the spectra measured at 35 and 5 K, it completely
disappears. Below TN, the spectra are composed of a broad
line of triangular shape.

Further analysis focused on the well-resolved 47,49Ti
NMR spectrum at room temperature (see figure 3), since,
besides the central transitions, other significant transitions
were also detected for both titanium isotopes. The analysis was
aimed at determining the parameters involved in Hamiltonians
of magnetic dipolar (Ĥm) and electric quadrupolar (Ĥq)
interactions. The magnetic part of the interaction is Ĥm =
−γ Î · Bloc, where the local magnetic field Bloc is given by

Figure 2. 47Ti, 49Ti NMR spectra of ilmenite FeTiO3 depending on
temperature. The vertical line corresponds to the resonant frequency
of Ti nuclei given by γ Bext where the external field is Bext = 9.401 T.

Figure 3. NMR spectrum of FeTiO3 measured at a temperature of
300 K. Experimental data, fit and spectral decomposition to the
contributions belonging to isotopes 47Ti and 49Ti are plotted.

the chemical shielding tensor σ and external magnetic field,
Bloc = (1 − σ) · Bext. The Hamiltonian of the quadrupole
interaction Ĥq is expressed in a system of the main axes of the
EFG tensor Vii as

ŴQ = eQVzz

4I (2I − 1)
(3 Î 2

z − Î 2 + η( Î 2
x − Î 2

y )), (1)

where Q is the quadrupole moment of the nucleus, e denotes
the elementary electric charge, Î represents the operator of
nuclear spin vector, Îi , i = x, y, z, denote the operators of
the nuclear spin components, η = Vxx −Vyy

Vzz
is the parameter

of asymmetry, and Vxx , Vyy and Vzz stand for components
(eigenvalues) of the diagonalized EFG tensor (|Vxx | � |Vyy| �
|Vzz|).

The tensor of the chemical shielding σ and EFG
tensor reflect the local symmetry of the crystallographic site.
Crystallographic data [35] suppose that local symmetry of
titanium (and iron) sites possess a trigonal axis parallel to
the z direction of the unit cell. In such a case, the EFG
tensor is defined solely by Vzz , (η = 0). On the other hand,
if the local trigonal axis was not present, the parameter η

would be nonzero. In further analysis, we did not constrain

3
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Table 2. Calculated and experimental EFG parameters. The
calculated values were obtained on experimental structures, except
nonzero η denoted by ∗ which was acquired from the optimized
structure. Experimental values for Fe are from the Mössbauer
experiment at a temperature of 5 K.

Experiment Calculation

Atom EFG (1021 V m−2) η EFG (1021 V m−2) η

Ti 2.58 0.03 2.24 0 (0.17)∗
Fe 8.61 — 6.95 0
O — — −2.53 0.64

axial symmetry, allowing it to take nonzero values. Similar
consequences are valid for σ : however, in our analysis, we
neglected the influence of chemical shielding anisotropy.

To obtain the EFG tensor, we constructed the spectral
function and fitted it to the experimental NMR spectrum. For
the spectral function in polycrystalline samples, one has to
take into account various orientations of EFG tensor main
axes with respect to the external magnetic field and also
with respect to the radio frequency field. For a particular
configuration, the eigenproblem of Hamiltonian Ĥ was solved,
resonance frequencies were derived from the eigenvalues and
transition intensities were evaluated according to the Fermi
golden rule [36]. Such particular spectra were summed up
(assuming a random orientation of grains) and the fitting
function was composed as a convolution with a Gaussian
broadening function (with a half-width as one of the fitting
parameters). The fitting function comprised 47Ti and 49Ti
signals in the ratio of their natural abundances.

For the quality of the fit, proper setting of the nuclear
parameters turned out to be an important issue. As the value of
the quadrupolar moment of 47Ti isotope (Q47) reported in the
literature varies considerably, we included it as an additional
fitting parameter, while gyromagnetic ratios of both isotopes
and quadrupolar moment of 49Ti (Q49) were kept constant,
Q49 = 0.24 barn [17]. The quadrupolar moment (Q47) was
refined during the fit to a value of 0.291 ± 0.002 barn; the
obtained ratio of Q49/Q47 = 0.8245 agrees with [16–18, 22].

The fitting function and its decomposition to contributions
of both isotopes is displayed in figure 3 and the EFG tensor
parameters were evaluated as Vzz = (2.578 ± 0.040) ×
1021 V m−2 and η = 0.029 ± 0.003, see also table 2. The
fitting function agrees well in positions of the critical points of
non-central transitions. The lineshape of the central transition
differs slightly, probably due to a neglected contribution of the
chemical shift anisotropy, a possible amount of other titanium
oxide phases or non-stoichiometry.

3.3. Results of calculations

EFG tensors on titanium and iron sites were calculated for the
structure based on experimental data in [35]; the orientation of
iron spins was considered as being antiparallel. The calculated
value of the largest component of the EFG tensor on the
Ti nucleus was Vzz = 2.24 × 1021 V m−2. Symmetry
of the structure in [35] implied the value of η = 0. To
estimate a possible asymmetry, the symmetry constraints were

Figure 4. The position of central transition depending on temperature
for spectra collected above TN. The line is a guide for the eyes only.

released and the structure was optimized, i.e. lattice parameters
(unit cell volume and c/a ratio) and internal parameters were
optimized with respect to the total energy and atomic forces.
This process led to a nonzero but low value of η at Ti sites.
The results of calculations, including EFG at the Fe nuclei, are
displayed in table 2.

4. Discussion

Values of our experimental and calculated Vzz parameter for Ti
in ilmenite differ by less than 15% (see table 2). The evaluated
value for asymmetry (both from experiment and calculations)
is close to zero. Padro et al [28] determined Vzz = 2.1 ×
1021 V m−2 and a rather higher value of η = 0.35(10), but their
analysis considered the central transition only, and moreover
its lineshape was not well defined. Our analysis relies on
the critical points (peaks and steps) of non-central transitions,
which naturally increases the accuracy. Since the EFG tensor
at the Fe nuclei cannot be obtained by NMR, we compared our
calculated values with Mössbauer data.

The shape of NMR spectra at 150 and 77 K resemble that
of a 300 K spectrum, but shifted to higher frequencies. The
quadrupolar splitting does not seem to change substantially
with the temperature and the shift can be assigned to a change
in the local magnetic field. The position of the central
transition depending on temperature is plotted in figure 4. The
shift is probably connected with a change in susceptibility
(magnetization) with temperature, not only directly (due to
the demagnetization field) but also indirectly, via an average
value of the transferred magnetic hyperfine field that is
proportional to the magnetization of irons. NMR spectra at
lower temperatures (35 and 5 K) are highly broadened and all
features are smeared out. An important aspect that influences
the behavior of ilmenite in an external magnetic field is the
anisotropy of magnetic susceptibility [11]. While the material
is magnetically isotropic at room temperature, the anisotropy
increases with decreasing temperature. The broadening may
have several possible explanations.

(i) Distribution of grain orientation leads to different
magnetic states of the grains. The external field

4
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used (9 T) was sufficient to induce a transition from
antiferromagnetic to ferromagnetic state for those grains
that have the hexagonal axis approximately parallel to the
magnetic field, while for a large portion of grains, their
orientation would lead only to a canted antiferromagnetic
state [10].

(ii) Distribution of grain orientation and also distribution of
their shapes lead to a distribution of demagnetization
fields.

(iii) Similarly, a distribution of dipolar magnetic fields within
the Lorentz sphere can be expected.

5. Conclusions

The spectra of 47,49Ti NMR were measured in the temperature
range 5–300 K, including non-central transitions. The NMR
spectra shift to higher frequencies with decreasing temperature.
The experimental data allowed us to evaluate accurately the
parameters of the EFG tensor of Ti nuclei at room temperature.
The experimental values agree well with the results of our
ab initio calculations and confirmed a slight axial asymmetry
predicted by ab initio calculations.
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Gallium metal possesses a complex phase diagram and it has been the subject of many experimental and
theoretical studies. Nevertheless, hyperfine properties of its phases requiring higher pressure beyond the liquid-
I-II triple point were seldom examined. In this work, hyperfine parameters of liquid and solid gallium metal
under pressure are investigated by nuclear magnetic resonance (NMR) measurements and ab initio calculations.
The electric field gradient and NMR shift of the Ga-III phase are both measured and calculated and their relation
to electronic structure is interpreted. Further, calculations of pressure dependencies of the hyperfine parameters
of several other solid gallium phases are presented.

DOI: 10.1103/PhysRevB.99.125121

I. INTRODUCTION

Gallium exhibits a complex phase-temperature (P-T)
diagram comprising a variety of metastable phases [1,2].
Thus, it generally presents a great opportunity to explore
the effects of pressure, temperature, and crystal structure for
the physical properties of different phases of the same metal-
lic element. Many experimental results concerning structure
determination and phase transition identification [1–10] were
published. Various studies focused on other properties includ-
ing, e.g., elastic properties, phonon dispersion, or the behavior
of Ga clusters and superconductivity of gallium [11–22]. The
Ga element was also the subject of numerous theoretical
investigations [23–40].

The chemical and electronic properties of gallium metal
under pressure are rather complex and nuclear magnetic res-
onance (NMR) may significantly help to understand both.
Indeed, there were several NMR or nuclear quadrupole res-
onance (NQR) studies of liquid gallium [41–49] and of the
α-Ga (i.e. Ga-I) [50–58] and β-Ga [58–61] solid phases
carried out. However, with the only exception of Ref. [62], the
papers on hyperfine properties of gallium metal do not cover
phases requiring higher pressure (i.e., well above 1.25 GPa
to get beyond the liquid-I-II triple point). Thus, this work
takes advantage of the anvil-cell-based high-pressure NMR
technique and focuses on NMR experiments on liquid and
solid gallium under a pressure up to about 2 GPa at room
temperature. The measurements are complemented with ab
initio calculations of electronic and hyperfine structure of
solid gallium, allowing for a corroboration of experimental
results and a deeper insight into electronic structure.

II. EXPERIMENT

A. Experimental method

The high-sensitivity NMR anvil pressure cell [63] consist-
ing of a piston and a cylinder made of titanium was fitted

*Richard.Reznicek@physik.uni-leipzig.de

with moissanite anvils with a culet diameter of 1.0 mm. A
beryllium copper gasket with a 0.5 mm hole contained an
RF microcoil of about 300 μm (inner) diameter and 5 turns
wound from 25 μm copper wire with 5 μm insulation. A drop
of approximately 200 μm of liquid gallium (6N purity level,
supplied by ESPI Metals) was placed in the coil together
with a ruby chip (coated with cryogenic varnish to avoid
any undesired reaction with the gallium sample) serving as a
pressure gauge. The cell was then filled with parafine oil used
as a pressure medium and external pressure was applied. Care
was taken to ensure hydrostatic conditions in the pressure
cell by the appropriate choice of the pressure medium and by
minimizing the risk of squeezing the gallium sample directly
by the culets of the anvils. The pressure was monitored using
a laser spectrometer by observing a shift of the R1 ruby
luminescence line [64–66].

At first, only small pressure was applied, so the first
experiments were performed under nearly ambient pressure.
Next, the pressure in the sample space was increased to
1.15(5) GPa. In the final step, the pressure on the sample
reached 2.15(5) GPa and the gallium sample became solid.
Most probably (see below) the sample crystallized into the
Ga-III phase with body-centered-tetragonal t I2 structure [1],
which is metastable in this region and can be typically ob-
tained by this approach [1,8]. The stable phase in this P-T
region is Ga-II with a complex orthorhombic structure [8]
(earlier described as body-centered-cubic [1]), but it requires
a different procedure to prepare. One should also consider
the metastable monoclinic β-Ga phase [5], although its ex-
istence is relatively unlikely under these conditions. The
location of the investigated pressure-temperature points in
the phase diagram is illustrated in the Supplemental Material
[67].

The pressure cell with the sample was installed in a home-
made wide-bore NMR probe. The NMR experiments were
carried out in a 9.4 T cryomagnet using a phase-coherent
spectrometer. The 69Ga and 71Ga isotopes (both with 3/2
spin) were observed. Resonance frequencies of 69Ga and
71Ga nuclei in a reference Ga(NO3)3/D2O solution were

2469-9950/2019/99(12)/125121(9) 125121-1 ©2019 American Physical Society
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FIG. 1. The NMR spectra of both isotopes of gallium recorded at room temperature for three different pressures. The insets show details
of central parts of the spectra.

69 fref = 96.04159 MHz and 71 fref = 122.03277 MHz, re-
spectively. The quadrupole moments of the gallium nuclei are
69Q = 17.1(2) fm2 for 69Ga and 71Q = 10.7(1) fm2 for 71Ga
[68]. Single-pulse (FID) and Hahn echo pulse sequences were
employed for spectra measurements. The relaxation times
were determined using the inversion recovery and Hahn echo
experiments. The population transfer sequence for detecting
shared Zeeman levels consisted of an inversion pulse at satel-
lite frequency immediately followed by the Hahn echo pulse
sequence at the central transition frequency. Pulse power of up
to 1 W was in most cases sufficient for the microcoil and the
pulse duration was adjusted to avoid undesired excitation of
neighboring transitions whenever possible, resulting in pulse
lengths of several μs. The typical number of scans was on the
order of 103 to 104 for the liquid phase and on the order of 105

to 106 for the solid phase.
For validation experiments under ambient conditions, a

plastic foam (approximately 14 × 3 × 1.5 mm) soaked with
gallium metal (the same as above) and wrapped in polyethy-
lene foil was used as a sample. The coil of 10 turns was wound
from insulated 0.3 mm copper wire around the sample. The
coil with the sample was then installed in the NMR probe
instead of the pressure cell and its holder. The pulse sequence
consisted of a single pulse (110 W, 5 μs for 71Ga, 7 μs for
69Ga) with a repetition time of 1 s (to avoid heating of the
sample) and 512 scans.

B. Experimental results

The NMR spectra of both isotopes in liquid and solid
gallium are provided in Fig. 1. Each of the liquid phase
spectra (the second and third row in Fig. 1) consists of
a single resonance signal [full width at half maximum of
≈67 ppm (≈8.2 kHz) for 71Ga and ≈65 ppm (≈6.2 kHz)
for 69Ga] exhibiting a small splitting [≈47 ppm (≈5.7 kHz)

for 71Ga and ≈43 ppm (≈4.2 kHz) for 69Ga]. Once the the
pressure was increased to 2.15(5) GPa, the sample turned
into a solid crystalline phase manifested by a quadrupole split
spectrum typical for single crystals; see the lowest panels of
Fig. 1. The linewidth of the central transition became a bit
bigger than (while still comparable with) the width of the
signal observed in the liquid. The central transition splitting
was similar to the one of the resonance line in the liquid. The
integral intensity of each of the satellites was about 80% of
the central transition integral intensity, which can be explained
by slightly suboptimal excitation and detection conditions at
the satellite frequencies as the probe was tuned to the central
transition frequency. In order to verify that the side peaks are
indeed satellite signals, a population transfer experiment was
performed: an inversion pulse applied at satellite frequency
resulted in a significant increase of signal detected by subse-
quent Hahn echo sequence at the central transition frequency,
which meets the expectations following from the considered
4-level system [69].

Since even contemporary works (not limited by avail-
able resolution as early experiments) comprising NMR mea-
surements on liquid gallium [70–72] do not mention such
splitting as observed here, validation measurements on the
gallium sample without the pressure cell were carried out
under ambient conditions. The validation experiments (the
topmost panels of Fig. 1) yielded much narrower resonance
lines (full width at half maximum of 7.2 ppm, no splitting) at
frequencies higher by 207 ppm. This indicates an unexpected
presence of local magnetic field inhomogeneity in the pressure
cell. The mechanism of line splitting by field inhomogeneity
is illustrated in a note in the Supplemental Material [67].
Nevertheless, the comparison of the data from the validation
experiments allowed for correction of the NMR shifts mea-
sured on the liquid and solid phases of the sample in the
pressure cell (see below).

125121-2
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TABLE I. Experimental NMR frequencies and (corrected) shifts �exp [isotropic parts of frequency and shift �
exp
iso at 2.15(5) GPa].

Pressure Isotope Observed frequency (MHz) Corrected frequency (MHz) Shift �exp (�exp
iso ) (ppm)

Ambient (validation) 69Ga 96.47241(1) 4486
71Ga 122.58012(1) 4485

Nearly ambient 69Ga 96.453(1)
71Ga 122.555(1)

1.15(5) GPa 69Ga 96.456(1) 96.475(10) 4517(80)
71Ga 122.559(1) 122.584(10) 4518(80)

2.15(5) GPa 71Ga 122.605(2) 122.612(10) 4746(80)

The NMR shifts �exp are summarized in Table I, while
the spin-lattice (T1) and spin-spin (T2) relaxation times can
be found in Table II. The spin-lattice relaxation is assumed
to be composed of magnetic and quadrupole contributions,
characterized by T1m and T1q times, respectively:

1/T1 = 1/T1m + 1/T1q,

1/T1m = Cmγ 2, (1)

1/T1q = CqQ2,

where γ denotes the gyromagnetic ratio of resonating nuclei,
Q stands for the quadrupole moment, while Cm and Cq are
corresponding proportionality coefficients. Thus, the T1 relax-
ation times of both gallium isotopes can be expressed by these
relations:

1/69T1 = Cm
69γ 2 + Cq

69Q2,

1/71T1 = Cm
71γ 2 + Cq

71Q2. (2)

Solving the set of equations (2) allows for a separation of
the magnetic and quadrupole contributions (Table II). Ap-
parently, the magnetic part of relaxation is dominant in the
liquid phase and is virtually the only relaxation mechanism
in the solid phase [at 2.15(5) GPa, 71T1/

69T1 is equal within
experimental error to 69γ 2/71γ 2]. Under the assumption that
�exp is composed solely of the Knight shift K , the fulfillment
of the Korringa relation [73] can be checked by comparing
T1mK2T to

S0 = h̄

4πkB

γ 2
e

γ 2
, (3)

where kB is the Boltzmann constant and γe denotes the gyro-
magnetic ratio of electron (see the last column of Table II).

The most valuable information was obtained from a mea-
surement of the dependence of the spectra on the orientation

of the sample with respect to the magnetic field direction; see
Fig. 2. The dependencies of the central transition frequency
and frequency splitting between the satellites on the angle φ

(Fig. 3) was fitted with this expression [74,75]:

f (φi ) = Ai + Bi cos(2φi) + Ci sin(2φi ), i = x, y, z. (4)

The coefficients Ai, Bi, and Ci found by the fit were then used
to construct the following tensor T expressed in the pressure
cell axis system:

Txx = (Ay − By + Az + Bz )/2,

Tyy = (Az − Bz + Ax + Bx )/2,

Tzz = (Ax − Bx + Ay + By)/2,

Txy = Tyx = −Cz,

Txz = Tzx = −Cy,

Tyz = Tzy = −Cx. (5)

In the case of the central transition, the tensor T is usually
related to the isotropic NMR shift �iso and the traceless shift
anisotropy tensor �′

ani in the pressure cell frame of reference:

TCT

71 fref
= �iso + �′

ani. (6)

However, the impact of the field inhomogeneity in the pres-
sure cell exceeded the expected shift anisotropy (see below)
by two orders of magnitude, so the resulting tensor TCT was
treated as

TCT

71 fref
= �iso + Xiso + X′

ani, (7)

where Xiso and X′
ani describe the isotropic and anisotropic

effects of the field inhomogeneity, respectively. Although
the NMR shift anisotropy was neglected, this approach in

TABLE II. Spin-lattice (T1) and spin-spin (T2) relaxation times, decomposition of T1 into magnetic (T1m) and quadrupole (T1q) parts, and
check of Korringa relation fulfillment.

Pressure Isotope T1 (ms) T2 (ms) T1m (ms) T1q (ms) T1mK2T/S0

Nearly ambient 69Ga 0.696(10) 0.660(9) 0.943(14) 2.65(22)
1.24(2)71Ga 0.538(5) 0.512(8) 0.584(9) 6.78(55)

1.15(5) GPa 69Ga 0.673(10) 0.630(28) 0.947(17) 2.32(18)
1.26(5)71Ga 0.534(6) 0.503(16) 0.587(10) 5.94(47)

2.15(5) GPa 69Ga 0.825(30) 0.358(10) = T1 1.21(6)
71Ga 0.514(8) 0.122(3) = T1 1.22(5)
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FIG. 2. The dependence of 71Ga NMR spectra on the orientation of the sample with respect to the magnetic field direction measured at
2.15(5) GPa pressure. The rotation axis was perpendicular to the field direction.

combination with the validation measurements allowed for
the determination of the isotropic NMR shift. The fit of the
experimental data for 2.15(5) GPa yielded the tensor X′

ani

and the sum �iso + Xiso. Since the Xiso and X′
ani parame-

ters are the same for all the measurements in the cell (and
the cell orientations �u are known), comparison of the shift
�cell

ambient (�u) at ambient pressure in the cell (NMR shift plus
the shift due to the field inhomogeneity) with the NMR
shift �validation

ambient observed in the validation experiment provided
the value of Xiso = �cell

ambient (�u) − �validation
ambient − �uTX′

ani�u. Then
it was straightforward to obtain the isotropic NMR shift for
the 2.15(5) GPa measurement, as well as to correct the NMR
shift from the measurement at 1.15(5) GPa.

For the satellite transitions, the tensor T can be converted
into the electric field gradient (EFG) tensor V′ in the pressure
cell coordinates:

hTsat

e 71Q
= V′. (8)

The EFG tensor V′ was brought to its canonical form V,
yielding Vzz = 1.584 × 1021 V m−2 and almost negligible
asymmetry parameter η = 0.011.

III. CALCULATIONS

A. Calculation method

In order to better understand the experimental data and to
confirm the particular phase of the obtained solid gallium, we
carried out the ab initio calculations of the electronic structure
of the Ga-III, Ga-II, and β-Ga phases, with the aim of extract-
ing the hyperfine parameters as well as electronic populations.
Density functional theory (DFT) calculations were performed

using the full-potential augmented plane wave method as
implemented in WIEN2k [76]. In all calculated structures
(see Supplemental Material [67] for structural details) the
radii of the gallium atomic spheres were 2.4 a.u. and the size
of the basis RKMAX ∼ 11; the charge was Fourier-expanded
up to GMAX = 14 Ry1/2 and PBE-GGA [77] was used as
the exchange-correlation potential. For calculation of the
spin-dipolar contribution to the hyperfine field, the spin-orbit
coupling was considered within the atomic spheres using a
second-variational method with the scalar-relativistic orbitals.

While the electric field gradient is readily available from
the charge density, the NMR shift requires additional calcu-
lations to obtain the values of the diamagnetic and, in the
case of metals, also paramagnetic shielding of the studied
compounds, as well as of an appropriate reference compound.
The method of calculating the NMR shielding, implemented
in WIEN2k [78–80], is based on linear response theory. In
the case of a diamagnetic contribution due to orbital moments
of electrons, eigenvectors of the original and six slightly
shifted (in the ±x, ±y, ±z directions) k meshes are used to
compute the induced current and magnetic susceptibility, and
the diamagnetic shielding is then calculated by integrating
the induced current. In metallic systems a very dense k-point
mesh and a suitable Fermi level smearing are needed. For
the presented gallium structures the diamagnetic shieldings
were well converged with 2.2 × 105 k points and Fermi
broadening 5 mRy. The macroscopic magnetic susceptibility
was impossible to converge even with mesh of 106 k points;
however, its contribution to the shielding is on the order of a
few ppm, and was thus neglected. To obtain the paramagnetic
shielding is even more intricate and requires spin-polarized
calculation to allow for interaction of electronic spins with
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FIG. 3. The fit of the dependence of 71Ga NMR resonance
frequencies of the central (solid line) and satellite (dashed lines)
transitions on the orientation of the sample with respect to the
magnetic field direction measured at 2.15(5) GPa pressure. The
rotation axes were perpendicular to the field direction B.

explicitly applied magnetic field [81]. In order to estimate the
contact field and spin dipolar field, we applied an interaction
with external magnetic field of 100 T in the form of an ap-
propriate energy shift ±μBBext of the spin up/down exchange
correlation potentials. The paramagnetic shielding was then
evaluated from the contact and spin dipolar hyperfine fields as
a response to the polarization by the external field. Again, the
Fermi broadening of 5 mRy and very fine k-point meshes (106

k points) were required to provide a good convergence of the
shielding in these metallic structures.

As an NMR reference, paramagnetic and diamagnetic
shielding of cubic GaAs at 0 GPa was calculated analogously
with the same parameters as for the metallic Ga compounds
and assigned to the experimental shift 216(1) ppm [82]. Since
the response to the external field was too small in the case
of semiconducting GaAs, the applied field was increased to
1000 T to improve the precision.

Influence of various calculational parameters on calcu-
lated NMR shielding was tested and reasonable convergence
(∼1 ppm) was achieved: especially the number of k points
and Fermi level smearing but also other parameters related

FIG. 4. Calculated pressure dependencies of EFG Vzz at Ga sites
in the four considered Ga structures. Asymmetry parameter in the
case of Ga-III and cubic Ga-II is η = 0, while it is η = 0.37 for β-Ga
in the whole calculated range. For comparison, the square symbols
denote the values measured on the investigated solid Ga phase. (The
lines serve just as eye guides.)

to NMR calculations were checked, such as the number of
additional NMR local orbitals. The linearity of the response
to the external field was found to be well assured in the
range of about 30–2000 T. Higher fields already perturb the
electronic structure, while calculations with lower values of
external field suffer from insufficient numerical precision of
the hyperfine field.

As a model to our NMR experiments under pressure,
volume dependencies of the total energy were calculated
and transformed to pressure dependencies via fitting by the
Birch-Murnaghan equation of state [83]. The DFT calcula-
tions correspond to zero temperature while the experiments
were performed at room temperature; therefore, we expect
all calculated pressure dependencies to display a systematic
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FIG. 5. Calculated pressure dependencies of isotropic and
anisotropic parts of NMR shift in Ga-III structure; the total values
corrected with respect to the GaAs reference, as well as uncorrected
paramagnetic and diamagnetic contributions are shown. (The lines
serve just as eye guides.)

shift due to thermal expansion, which roughly corresponds to
negative pressure of about −0.3 GPa.

B. Calculation results

We focused mainly on the tetragonal Ga-III phase; how-
ever, the pressure dependencies of EFGs were calculated also
for cubic Ga-II and monoclinic β-Ga; orthorhombic Ga-II was
calculated with reduced size of the basis set and number of k
points; see Fig. 4. In the case of cubic Ga-II and monoclinic
β-Ga, the demanding calculations of NMR shieldings were
performed for only one value of pressure (2.2 GPa; lower part

FIG. 6. Calculated total and partial densities of states in Ga-III
structure at several pressures.

of Table VI). For each particular pressure, the atomic posi-
tions and remaining degrees of freedom in lattice parameters
were optimized, with the exceptions of complex orthorhombic
Ga-II structure and of monoclinic angle in β-Ga. In tetragonal
Ga-III, special attention was paid to careful optimization of
the c/a ratio, to which the values of EFG were sensitive. De-
tailed information about the calculated structures and changes
during their optimization is provided in the Supplemental
Material [67].

In all studied Ga structures, the dominant source of the
EFG tensor originates from the pp contribution, which is
slightly reduced by the dd contribution. As expected, with
increasing pressure the interatomic distances shrink propor-
tionally. The Ga 4p states thus become more populated and
the corresponding elements of EFG increase in absolute value.
The pressure dependence of the NMR shift in the Ga-III
structure can be found in Fig. 5 and Table III. The anisotropy
of the NMR shift was estimated by applying the interaction
with external magnetic field in various crystallographic direc-
tions. Concerning the pressure variation of general electronic
properties of the Ga-III phase, the plots of the density of
states for several pressures can be found in Fig. 6, while
the relation between electronic populations (Table IV) and
hyperfine parameters can be assessed from Tables V and VI.

TABLE III. Calculated isotropic �iso and anisotropic �ani,zz parts of NMR shift of Ga-III phase at several pressures and their decomposition
into diamagnetic (index dia) and paramagnetic (index para) contributions. The index uncorr denotes values not corrected with respect to the GaAs
reference. The experimental value in the last row is provided for comparison.

Pressure �dia,uncorr
iso (ppm) �

para,uncorr
iso (ppm) �uncorr

iso (ppm) �iso (ppm) �dia
ani,zz (ppm) �

para
ani,zz (ppm) �ani,zz (ppm)

0 GPa −1525 4512 2987 4601 13 −15 −2
2.2 GPa −1601 4543 2942 4556 0 −14 −14
4.2 GPa −1641 4581 2940 4554 −9 −14 −23

2.15(5) GPa experiment 4746(80)
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TABLE IV. Calculated electronic populations of Ga-III phase at several pressures (corrected for pressure-induced changes of interstitial
volume).

Pressure s p d f pz px + py dz2 dxy dx2−y2 dxz + dyz

0 GPa 1.030 0.566 9.954 0.007 0.177 0.389 1.989 1.987 1.994 3.984
2.2 GPa 1.024 0.593 9.949 0.008 0.186 0.408 1.988 1.986 1.993 3.982
4.2 GPa 1.019 0.616 9.946 0.009 0.193 0.423 1.987 1.984 1.993 3.981

IV. DISCUSSION

The experimental NMR shifts of liquid gallium at ambient
conditions reported in this work are comparable to the shifts
published in older works: 4528 ppm [48] and 4490 ppm [41].
The relaxation times under the same conditions match very
well the spin-lattice relaxation data in Ref. [48] and they are
also comparable to the spin-lattice and spin-spin relaxation
times of the sample with the longest relaxations in Ref. [41],
while they are about 5% shorter compared with the spin-lattice
relaxations reported in Ref. [44]. The spin-lattice relaxation
times in the liquid and solid phases exceed the expectations
based on the Korringa relation by 21% to 26%, indicating the
presence of electronic correlations.

The verification of the gallium solid phase obtained in
the experiment takes advantage of the quadrupole splitting.
The calculated EFG parameters of the metastable monoclinic
β-Ga phase are in reasonable agreement with published ex-
perimental data [Vzz = 2.400(2) × 1021 V m−2, η = 0.312(5)
at 242 K] [60] and they clearly differ from the values mea-
sured in this work. Calculations of the cubic Ga-II structure
also yielded Vzz noticeably different from our measurement,
whereas the complex orthorhombic Ga-II phase with 14 in-
dependent crystal sites of Ga ions would apparently give
rise to a complicated structure of spectra which is not the
case 1. On the other hand, the axially symmetric EFG tensor
found in our experiment corresponds well to a symmetry
of the tetragonal Ga-III phase and comparison of the mea-
sured value of Vzz = 1.584 × 1021 V m−2 at 2.15(5) GPa
with the EFG calculated for this structure (Vzz = 1.641 ×
1021 V m−2 at 2.2 GPa) clearly yields Ga-III as the best
match.

The experimentally observed isotropic part of the NMR
shift in the solid phase �

exp
iso = 4746(80) ppm at 2.15(5) GPa

1Unfortunately, comparison with the NMR experiments on the
Ga-II phase in Ref. [62] is not possible since only central line data
are reported therein.

reasonably matches the value calculated for the Ga-III struc-
ture (�iso = 4556 ppm at 2.2 GPa). The local perturbation of
field homogeneity in the pressure cell, which led to the line
splitting, reduced the precision 2 of the measured isotropic
NMR shifts and completely hindered the determination of the
NMR shift anisotropy. It was caused probably by the presence
of some tiny magnetic impurity introduced perhaps in the
cell chassis during machining or in the gasket when carving
the channels for the RF coil leads; alternatively, a small
content of magnetic impurities in the three set screws for fine
alignment of the anvils could be also a possible explanation.
We should also note that due to the field inhomogeneity, closer
examination of satellite signals of the solid phase revealed in
some orientations rather complex line patterns.

The DFT calculations identified the p electrons as the
primary source of the EFG in all calculated gallium metal
phases. The differences in calculated EFGs between the Ga
structures correspond to a character of the local structure.
The gallium site with the highest local symmetry (−4) is
in the cubic Ga-II structure and possesses the lowest value
of EFG. Similarly, in the Ga-III structure, which also lacks
any free internal structural parameters, the EFG appears due
to tetragonal deformation that makes the local symmetry
4/mmm; otherwise, for c/a = √

2, the structure would be
cubic Fm-3m with local symmetry of Ga site m-3m and zero
EFG. Gallium in β-Ga has the highest EFG values among the
studied compounds, which corresponds to low local symmetry
(point group 2).

Concerning the origin of the NMR shift in Ga-III, as well
as in cubic Ga-II and β-Ga, Table VI reveals that the Fermi
contact contribution presents a dominant part of the shift,
while the dipolar contributions of the p shell are much smaller
and those of the d shell are even weaker. The diamagnetic shift

2Since the pressure cell had to be removed from the holder for every
pressure increase, the orientation uncertainty of ±3◦ had to be taken
into account in the compensation for the field inhomogeneity impact
on the resulting NMR shifts.

TABLE V. The decomposition of calculated EFG of Ga-III phase at several pressures. The experimental value in the last row is provided
for comparison.

pp sd dd p f f f total Vzz (including interstitial)
Pressure (1021 V m−2) (1021 V m−2) (1021 V m−2) (1021 V m−2) (1021 V m−2) (1021 V m−2) (1021 V m−2)

0 GPa 1.673 0.005 −0.087 0.005 0.000 1.596 1.581
2.2 GPa 1.746 0.007 −0.099 0.005 0.000 1.658 1.641
4.2 GPa 1.806 0.007 −0.107 0.005 0.000 1.710 1.689

2.15(5) GPa experiment 1.584

125121-7

142
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TABLE VI. The decomposition of calculated NMR shifts � of Ga-III phase for magnetic field along the c and a axes at several pressures
and of GaAs used as a reference compound. The calculated data for cubic Ga-II and β-Ga phases for magnetic field along the c axis are
provided for comparison. (�dia,uncorr corresponds to diamagnetic part obtained as chemical shielding and the other columns form together
paramagnetic part �para,uncorr: contact stands for Fermi contact contribution, while dip denotes spin-dipolar contribution of particular shell.)
(The index uncorr denotes values not corrected with respect to the GaAs reference.)

�para,uncorr Total shift

�dia,uncorr contact dip s dip p dip d �uncorr � Field
Structure Pressure (ppm) (ppm) (ppm) (ppm) (ppm) (ppm) (ppm) direction

Ga-III 0 GPa −1512 4517 0 −20 1 2987 4601 c axis
2.2 GPa −1601 4547 0 −18 1 2929 4543 c axis
4.2 GPa −1650 4584 0 −18 1 2917 4532 c axis

Ga-III 0 GPa −1532 4511 0 8 −1 2987 4602 a axis
2.2 GPa −1601 4543 0 8 −1 2949 4563 a axis
4.2 GPa −1637 4580 0 8 −1 2950 4565 a axis

GaAs 0 GPa −1344 −55 0 0 0 −1398 216

Ga-II cubic 2.2 GPa −1537 4135 0 5 0 2603 4217 c axis

β-Ga 2.2 GPa −1367 3748 0 33 −3 2412 4026 c axis

contribution is to a large extent canceled by the correction
using the GaAs reference. The dipolar moments of p electrons
are a major source of the paramagnetic shift anisotropy.

Calculated total and partial densities of states in the Ga-
III structure (Fig. 6) correspond to the metallic, free-electron
character of the Ga-III electronic structure. The shape of the
displayed DOS does not change much within the considered
pressure range and is in good agreement with calculated data
published in Ref. [26].

V. CONCLUSION

We carried out 69Ga and 71Ga NMR measurements on
liquid and solid gallium metal under pressure. The ab initio
calculations were employed as a complement of the measure-
ments, allowing for verification of the particular phase of solid
gallium obtained in the experiment and for deeper insight into
the hyperfine and electronic properties. While our experimen-
tal data (NMR shift and relaxation times) on the liquid phase
fit the current picture of this metal, the investigation of the
solid phase presents an experimental and theoretical study
of the hyperfine parameters of the Ga-III phase. The EFG
and NMR shift of Ga-III were both measured and calculated,

yielding reasonable agreement of the EFG parameters and
of the isotropic components of the NMR shifts. The exper-
imentally observed line splitting was ascribed to magnetic
field inhomogeneities in the pressure cell, while the additional
shift caused by these inhomogeneities was subtracted from
the resulting NMR shift parameters. The hyperfine parameters
were interpreted in terms of electronic structure, revealing
the dominant contribution of Fermi contact interaction to the
NMR shift and the significant role of p electrons in the shift
anisotropy and EFG. Further, the calculations of the pressure
dependence of the EFG parameters of complex orthorhombic
Ga-II structure prepare the ground for prospective experimen-
tal study.
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2

Note on line splitting

The line splitting observed in our experiments is explained in the main paper by a local perturbation of field
homogeneity in the pressure cell. We are aware that such explanation can be percieved as counterintuitive by the
reader: taking into account the spherical shape of the sample, simple linear or quadratic gradients do not result in
line splitting, even if skin effect is considered – see Fig. S2a-d. However, the most likely scenario of a presence of
tiny magnetic impurities relatively close to the sample should be understood in terms of dipole moments. The field
of these dipole moments cannot be easily approximated by few simple low-order gradients due to their proximity to
the sample. Since any attempt to determine the actual spatial distribution of magnetic field in the cell corresponding
to the observed lineshape would be far beyond the scope of the this work, we limit this note to a demonstration that
even just slightly more complicated situations can yield line splitting. Therefore, we analyzed a combination of z
and x2 − y2 gradients (Fig. S2e), as well as a simple configuration of two dipole moments (see Fig. S2f). The dipole
configuration in Fig. S2f corresponds to one of the simplest realistic scenarios: magnetic impurities present at the
inner ends of the channels (for NMR coil leads) curved in the gasket. Monte Carlo simulations were performed for all
the investigated cases. In addition to the simulations taking into account the whole volume of the sample, simulations
considering only a 25 µm shell of the spherical sample were carried out to mimic the skin effect [13]. The shift of the
field at particular point of the sample was evaluated as a projection of the sum of the gradients or dipolar fields onto
the direction of the external static magnetic field B.
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FIG. S2: Monte Carlo simulations of lineshape for several spatial distributions of magnetic field. The results of simulations
taking into account the whole volume of the sample are in black, while those of simulations considering only a 25 µm shell
(denoted by dashed line in the drawing in panel f) of the spherical sample are in magenta.
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3

Calculated structures

An overview of selected structures used for the DFT calculations is provided in Tab. S1. The monoclinic angle of
β-Ga was not optimized since the value of Vzz depends on the angle only slightly (see Fig. S3) – it does not approach
the value observed in our experiment, so it would not influence our interpretation. Due to that, and also because
4-dimensional lattice optimization would be quite demanding, we chose not to vary the value of the angle at all.
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FIG. S3: The dependence of EFG Vzz on the monoclinic angle γ of the β-Ga structure at 0 GPa.

We note also two technical points: First, the y and z axes were swapped for the β-Ga structure – this is for technical
(or rather historical) reasons: the WIEN2k [3] supports only the CXZ setting for centered monoclinic lattices (and
the monoclinic angle must be γ). Second, the equilibrium volumes (0 GPa) obtained from calculations are higher
than the experimental ones because the used exchange correlation potential (GGA-PBE [4]) is known to overestimate
the volume by a few % (compared to experiments).
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(Å
,
◦ )

a
to

m
ic

p
a
ra

m
et

er
s

so
u
rc

e

G
a
-I

II
o
ri

g
in

a
l

(e
x
p

er
im

en
ta

l)
R

ef
.

[5
]

I4
/
m

m
m

(1
3
9
)
a

=
2
.8

1
3
,
c

=
4
.4

5
2

G
a
(2

a
):

(0
,

0
,

0
)

[1
]

te
tr

a
-

o
p
ti

m
iz

ed
(0

G
P

a
)

G
a

II
I

0
G

P
a
.c

if
I4

/
m

m
m

(1
3
9
)
a

=
2
.8

9
7
9
8
,
c

=
4
.5

1
7
8
7

G
a
(2

a
):

(0
,

0
,

0
)

g
o
n
a
l

o
p
ti

m
iz

ed
(2

.2
G

P
a
)

G
a

II
I

2
.2

G
P

a
.c

if
I4

/
m

m
m

(1
3
9
)
a

=
2
.8

5
9
9
3
,
c

=
4
.4

5
3
3
4

G
a
(2

a
):

(0
,

0
,

0
)

G
a
-I

I
o
ri

g
in

a
l

(e
x
p

er
im

en
ta

l)
R

ef
.

[6
]

I-
4
3
d

(2
2
0
)

a
=

5
.9

5
1

G
a
(1

2
a
):

(3
/
8
,

0
,

1
/
4
)

[1
]

cu
b
ic

o
p
ti

m
iz

ed
(0

G
P

a
)

G
a

II
cu

b
ic

0
G

P
a
.c

if
I-

4
3
d

(2
2
0
)

a
=

6
.1

0
6
7
1

G
a
(1

2
a
):

(3
/
8
,

0
,

1
/
4
)

o
p
ti

m
iz

ed
(2

.2
G

P
a
)

G
a

II
cu

b
ic

2
.2

G
P

a
.c

if
I-

4
3
d

(2
2
0
)

a
=

6
.0

2
3
3
3

G
a
(1

2
a
):

(3
/
8
,

0
,

1
/
4
)

β
-G

a
o
ri

g
in

a
l

(e
x
p

er
im

en
ta

l)
R

ef
.

[7
]

I-
4
3
d

(2
2
0
)

a
=

2
.7

6
6
,
b

=
3
.3

3
2
,
c

=
8
.0

5
3
,
γ

=
8
7
.9

8
G

a
(4

e)
:

(0
,

3
/
4
,

0
.1

3
1
)

[8
]

m
o
n
o
-

o
p
ti

m
iz

ed
(0

G
P

a
)

G
a

b
et

a
0
G

P
a
.c

if
I-

4
3
d

(2
2
0
)

a
=

2
.8

0
3
6
4
,
b

=
3
.3

6
0
4
6
,
c

=
8
.1

6
2
4
0
,
γ

=
8
7
.9

8
*
)

G
a
(4

e)
:

(0
,

3
/
4
,

0
.1

3
3
9
9
)

cl
in

ic
o
p
ti

m
iz

ed
(2

.2
G

P
a
)

G
a

b
et

a
2
.2

G
P

a
.c

if
I-

4
3
d

(2
2
0
)

a
=

2
.7

6
7
2
9
,
b

=
3
.3

1
6
8
8
,
c

=
8
.0

5
6
5
5
,
γ

=
8
7
.9

8
*
)

G
a
(4

e)
:

(0
,

3
/
4
,

0
.1

3
3
9
9
)

*
)

m
o
n
o
cl

in
ic

a
n
g
le
γ

n
o
t

o
p
ti

m
iz

ed

G
a
-I

I
o
ri

g
in

a
l

(e
x
p

er
im

en
ta

l)
G

a
II

o
rt

h
o

o
ri

g
.c

if
C

2
2
2
1

(2
0
)

a
=

5
.9

7
6
,
b

=
8
.5

7
6
,
c

=
3
5
.0

0
0

G
a
(4

b
):

(1
/
2
,

0
.1

8
0
2
,

1
/
4
)

[9
]

o
rt

h
o
-

(s
tr

u
ct

u
re

n
o
t

o
p
ti

m
iz

ed
)

G
a
(8

c)
:

(0
.6

9
6
5
,

0
.4

6
8
4
,

0
.2

7
1
6
)

rh
o
m

b
ic

G
a
(8

c)
:

(0
.5

8
0
4
,

0
.7

8
5
8
,

0
.2

8
6
1
)

G
a
(8

c)
:

(0
.2

7
7
2
,

0
.5

6
2
2
,

0
.3

0
8
1
)

G
a
(8

c)
:

(0
.9

6
5
9
,

0
.7

8
0
9
,

0
.3

2
9
2
)

G
a
(8

c)
:

(0
.8

4
8
2
,

0
.4

5
6
7
,

0
.3

4
3
0
)

G
a
(8

c)
:

(0
.5

6
3
2
,

0
.6

9
1
9
,

0
.3

6
6
6
)

G
a
(8

c)
:

(0
.2

3
2
4
,

0
.4

8
3
8
,

0
.3

8
5
1
)

G
a
(8

c)
:

(0
.6

1
2
9
,

0
.2

9
1
4
,

0
.4

0
0
3
)

G
a
(8

c)
:

(0
.8

2
7
6
,

0
.5

6
6
0
,

0
.4

2
5
0
)

G
a
(8

c)
:

(0
.9

9
7
0
,

0
.2

6
1
3
,

0
.4

4
3
5
)

G
a
(4

a
):

(0
.2

4
6
0
,

0
,

1
/
2
)

G
a
(8

c)
:

(0
.1

0
5
2
,

0
.3

0
9
0
,

0
.5

1
7
0
)

G
a
(8

c)
:

(0
.3

5
7
4
,

0
.5

5
1
8
,

0
.5

4
0
9
)

148



1 © 2019 IOP Publishing Ltd Printed in the UK

1. Introduction

LaCuAl3 and LaAuAl3 belong to a large group of RTX3 (R 
stands for rare earth atoms, T for transition metal, and X for a 
p-metal) compounds crystallizing in the tetragonal BaNiSn3-
type structure. The structure is non-centrosymmetric and 
the lack of inversion symmetry affects physical properties 
of these materials. The most intriguing properties exhibit 

the Ce-based ones. Remarkable is the observation [3] of the 
pressure-induced superconductivity in CeTSi3 (T  =  Co, Rh, 
Ir) which classifies these materials among superconductors 
where the properties are dictated by an antisymmetric spin–
orbit coupling as a consequence of the lack of inversion sym-
metry. In compounds with X  =  Al, the superconductivity was 
not found until now. Concerning compounds of our present 
study, LaCuAl3 and LaAuAl3 remain paramagnetic down to 
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structure are required to interpret the spectrum.

Keywords: LaCuAl3, LaAuAl3, nuclear magnetic resonance, density functional theory

S  Supplementary material for this article is available online

(Some figures may appear in colour only in the online journal)

V Chlan et al

Local atomic arrangement in LaCuAl3 and LaAuAl3 by NMR and density functional theory

Printed in the UK

385601

JCOMEL

© 2019 IOP Publishing Ltd

31

J. Phys.: Condens. Matter

CM

10.1088/1361-648X/ab27ac

Paper

38

Journal of Physics: Condensed Matter

IOP

2019

1361-648X

1361-648X/19/385601+9$33.00

https://doi.org/10.1088/1361-648X/ab27acJ. Phys.: Condens. Matter 31 (2019) 385601 (9pp)

149



V Chlan et al

2

0.4 K and their Ce-based counterparts CeCuAl3 and CeAuAl3 
order antiferromagnetically at low temperatures (TN = 2.5 K 
for CeCuAl3, see [1], and TN = 1.1 K for CeAuAl3, see [2]).

The main interest in CeCuAl3 and CeAuAl3 lies in exper-
imental observations which were ascribed to electron–phonon 
interaction. The interaction between the crystal electric field 
(CEF) and lattice degrees of freedom, usually considered as 
a weak effect in intermetallic compounds, is believed to be 
responsible for unusual phenomena experimentally observed 
in these two compounds by inelastic neutron scattering. The 
anti-crossing of the CEF level and the phonon states was 
recently reported in CeAuAl3 [27]. CeCuAl3 then belongs to 
the few compounds showing an additional peak in the neutron 
energy spectra [4] which cannot be explained on the basis of 
standard CEF theory. This effect, first observed in the cubic 
CeAl2 [5, 6], was theoretically described on the basis of a 
strong magnetoelastic interaction between the CEF excita-
tions and lattice vibrations which leads to a formation of a 
new quantum state—vibron quasi-bound state [7].

The alternative view on the existence of the additional 
excitation in the neutron spectra of CeCuAl3 was discussed 
on the basis of certain Cu–Al atomic site disorder which 
would lead to existence of different local surroundings of 
the Ce ions [8]. Although the x-ray single crystal study [9] 
concluded the BaNiSn3-type of structure to be the most reli-
able one for CeCuAl3, the crystal structure is apparently not 
perfectly ordered one, but there is indeed a certain, relatively 
low Cu–Al atomic site disorder as reported in several studies  
[10, 11]. Such disorder occurs also in other members of this 
family of materials and has a huge impact on their elec-
tronic properties. For example, the type of magnetic order in 
CeCuGa3 was discussed to be dependent on the Cu–Ga atomic 
site dis order [12]: the ordered non-centrosymmetric BaNiSn3-
type variant tends to be antiferromagnetic, while a ferromagn-
etic order is reported for the disordered BaAl4-type structure. 
On the other hand, no such disorder was found for CeAuAl3 
or LaAuAl3 [11].

As the atomic site disorder might substantially influence 
the electronic properties of CeTAl3 compounds, it is impor-
tant to study it more deeply by microscopic techniques. The 
nuclear magnetic resonance (NMR) spectroscopy is the most 
powerful technique sensitive to the local atomic surround-
ings. The direct investigation of the Ce-based compounds by 
NMR is, however, complicated by lack of cerium isotopes 
with nuclear spin, and additionally, the resonance lines would 
presumably be significantly broadened by interaction with the 
atomic magnetic moments. Therefore, we have performed a 
comparative NMR study of the LaCuAl3 and LaAuAl3 com-
pounds. The structural properties of the CeTAl3 and LaTAl3 
are very similar (see, e.g. [13]), so we assume that the main 
observations found for the lanthanum compounds are valid 
also for their cerium analogs.

2. Methods

Polycrystalline samples of LaCuAl3 and LaAuAl3 were pre-
pared by arc-melting stoichiometric mixtures of pure elements 
(Solid State Electrotransport purified La, 6N Cu, 5N Au and 

6N Al) in mono-arc furnace under protection of argon atmos-
phere. The samples were turned and re-melted several times 
to achieve better homogeneity. Additionally, the samples were 
sealed under vacuum in a quartz glass and annealed for 10 d at 
850 °C—they were heated up to 850 °C with the rate of 3 °C 
per minute and cooled down with the rate of 1 °C per minute. 
The powder x-ray diffractometer Bruker and the scanning 
electron microscope TESCAN equipped with back-scattering 
electron detector and energy dispersive x-ray analyzer (EDX) 
were used to check the structure, chemical composition and 
phase purity of the studied samples. The analysis of the EDX 
spectra, taken at several points of the sample surface, yielded 
the values that agree with the expected 1:1:3 stoichiometry 
within the experimental error of two atomic percent. No for-
eign phases were observed. The powder samples for the NMR 
experiments were sieved by 50 µm sieve.

Nuclear magnetic resonance spectra of 139La, 27Al, and 
65Cu nuclei were measured by Bruker Avance II spectro-
meter at room temperature in 9.4 T static magnetic field. The 
frequency-swept spectra were acquired by a modified Carr–
Purcell–Meiboom–Gill (CPMG) pulse sequence where all (up 
to 50) induced spin echoes were coherently summed and their 
sum Fourier transformed. The frequency steps were varied 
(10–250 kHz) in order to cover all spectral features properly, 
the NMR probe was well tuned and matched at each exci-
tation frequency, and the rf pulse lengths were set to induce 
maximum intensity of the signal. Typical rf pulse lengths were 
3–6 µs, the delays between pulses in the CPMG train were 
70–150 µs, and 1000–2000 scans were accumulated at each 
excitation frequency with delays between the scans 50–300 ms 
depending on spin-lattice relaxation.

In the presence of a strong electric quadrupole interaction 
its influence cannot be neglected within duration of the exci-
tation rf pulse and a mixing of populations during the pulse 
occurs—in contrast to situation with only a magnetic Zeeman 
interaction of nuclear spin I with static magnetic field, when 
each energy level corresponds to a well-defined quantum 
number m ∈ 〈−I, I〉. Different transitions between the quad-
rupolarly split nuclear energy levels then possess different 

Figure 1. Powder x-ray (Cu radiation) diffraction pattern of 
LaCuAl3 taken at the room temperature and fitted to the BaNiSn3 
structure mode.
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nutation frequencies, and therefore, also different lengths of 
the optimal rf pulse [14]. The excitation by a CPMG sequence 
with fixed rf pulse lengths thus fails to accomplish optimal 
excitation, and as a consequence, the relative contributions of 
individual transition to the overall intensity may differ from 
the ratios expected from theory. We also note that our approach 
in addition neglects phase in the evaluation of spectral inten-
sity, i.e. plotting magnitude 

√
(χ′)2 + (χ′′)2 versus frequency, 

which results in a small perturbation of the powder pattern 
shape compared to the case where the absorption component 
of the susceptibility χ′ is used. This approach, however, had 
to be chosen due to extreme breadths of the NMR spectra and 
in order to obtain reasonable signal-to-noise ratio.

The electronic structures of LaAuAl3 and LaCuAl3 with 
various atomic arrangements were calculated within the den-
sity functional theory (DFT) by means of full-potential all-
electrons augmented plane wave  +  local orbitals method 
implemented in WIEN2k code [20]. The radii of atomic 
spheres were 2.5 a.u. for La and Au, 2.1 a.u. for Cu, and  
2.0 a.u. for Al. The lattice parameters as well as the atomic 
coordinates were optimized (within the space group sym-
metry of each calculated structure) by minimizing the total 
energy and atomic forces. Space group symmetries and lat-
tice parameters of all calculated structures are listed in the 
supplemental mat erial (available online at stacks.iop.org/
JPhysCM/31/385601/mmedia). The size of the basis set and 
the density of the k-point mesh were well converged with 
respect to the structure geometry (lattice parameters) and the 
calculated quantities of interest (electric field gradients). The 
value for the RKmax parameter was 8.0, yielding the matrix 
size about 1600 basis functions (half the size for the struc-
tures with I-centration). 3000 k-points were used, leading to 
220–400 k-points in the irreducible part of the Brillouin zone. 

The charge density and potentials were Fourier expanded up 
to the largest k-vector Gmax = 14

√
Ry  and as the exchange-

correlation potential Perdew–Burke–Ernzerhof variant [21] of 
generalized gradient approximation was used.

3. Results and discussion

The powder x-ray diffraction pattern of LaCuAl3 is shown in 
figure 1. All the diffraction lines can be indexed considering 
the tetragonal structure of LaCuAl3. No additional intensi-
ties that would indicate presence of impurity phase(s) were 
detected, in agreement with the results of EDX analysis.

Measured 139La NMR spectrum of LaAuAl3 (see figure 2) 
shows features which are characteristic for a powder spec-
trum in presence of a strong electric quadrupole interac-
tion of the nuclear quadrupole momentum Q with electric 
field gradient (EFG). For 139La nucleus (spin I  =  7/2) 
there are seven nuclear transitions expected: one central 
transition located approximately at the Larmor frequency  
νL ∼ 56.53 MHz and six satellite transitions spread in fre-
quency range  ∼50–64 MHz. Due to a random orientation of 
the powder grains, each nuclear transition contributes with 
all possible mutual orientations of the static magnetic field 
vector and the EFG tensor. The quadrupole interaction is often 
considered as a perturbation to the Zeeman interaction with 
static magnetic field, in the first-order expansion (‘first-order 
quadrupole correction’) the frequencies of the transitions 
m ↔ m + 1 can be expressed as [15]:

ωm,m+1 =
ωQ

2
(1 − 2m)(3 cos2 ϑ − 1 + η sin2 ϑ cos 2φ),

ωQ =
3eQVzz

2I(2I − 1)�
,

 

(1)

Figure 2. 139La NMR spectrum of LaAuAl3 in comparison with simulated spectrum. The inset on the left side details the central transition, 
inset on the right side shows distribution of Vzz parameter used in the simulation.
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where ωQ is the quadrupole frequency, Vzz is the zz comp-

onent of the EFG tensor, η is the parameter of asymmetry 

η =
Vxx−Vyy

Vzz
, and ϑ and ϕ are the Euler angles of the external 

magnetic field within the principal axis system of the EFG 
tensor. Since ω− 1

2 , 1
2

= 0, the central transition − 1
2 ↔ 1

2 is not 
affected by the first-order quadrupole correction. In order to 
describe the effect of strong quadrupole interaction on the 
central transition, one has to expand up to the second-order 
(‘second-order quadrupole correction’) [15]:

ω− 1
2 , 1

2
= −

ω2
Q

6ωL

(
I(I + 1) − 3

4

)(
A(ϕ, η) cos4 ϑ

+B(ϕ, η) cos2 ϑ + C(ϕ, η)
)

,
 

(2)

where A, B, and C terms possess the dependence on angle ϕ 
and asymmetry η (their expressions can be found in [15]).

The experimental spectrum of LaAuAl3 in figure 2 clearly 
has a single dominant 7/2-spin powder pattern, which corre-
sponds to one prevailing value of Vzz. This is evident from 
comparison with 139La spectrum simulated using a narrow 
distribution of Vzz around value 7.1 × 1021 Vm−2, with η = 0, 
and convoluted with a Gaussian peak shape of width 6 kHz. 
Such simulation sufficiently describes all the spectral features 
of the experiment. The need for a distribution of Vzz rather than 
a single value is dictated by the fact that the quadrupole split-
ting for the satellite transitions is much more sensitive to Vzz 
(first-order effect), unlike for the central transition (second-
order effect). A mere convolution with Gaussian shape would 
not capture the breadths of the central and satellite transitions 
all at once.

In the experimental 139La NMR spectrum of LaCuAl3 (see 
figure 3) the powder pattern spectral features are smeared-out 
in contrast to LaAuAl3, as is documented by an order of mag-
nitude broader distribution of Vzz in the respective simulation 

(note the different scales of the Vzz-axes in the insets of fig-
ures 2 and 3). Qualitatively, based solely on the exper imental 
data, we can thus interpret the 139La spectra in the following 
way: lanthanum in the LaAuAl3 experiences very homoge-
neous environment with axial symmetry (asymmetry η = 0). 
On the contrary, in LaCuAl3 the broad range of Vzz indicates a 
mixture of different lanthanum sites.

In order to assess our interpretation it is required to show 
that (i) different values of Vzz can be attributed to different 
arrangements of Au/Al or Cu/Al atoms in the structure and 
that (ii) there are no other effects that could possibly explain 
the smeared-out shape of 139La NMR spectrum in LaCuAl3. 
Therefore, we compare the experiment with results of DFT 
calculations where the ordering of Au and Al atoms (or Cu 
and Al, respectively) was modeled within one tetragonal unit 
cell containing ten atoms, i.e. La2Au2Al6 and La2Cu2Al6. The 
starting point was the I4mm BaAl4-type structure with La in 
the 2a sites and with Au (Cu) and Al atoms to be arbitrarily 
allocated within all the remaining 2a and 4b sites. Such model 
allows for eight crystallographically nonequivalent structures 
(listed in table 1), which differ by symmetry, atomic arrange-
ment, and most importantly also by the calculated EFG 
parameters at La sites.

The calculated values of Vzz in table  1 vary substanti-
ally for different atomic configurations; likewise the value 
of η corresponds to presence of local symmetry axis. For 
the calculated values to be directly comparable with room 
temper ature experiments, one should increase the calculated 
values by a few percent, in order to reflect the difference 
between unit cell volume in calculation and in experiment. 
This volume discrepancy is expected and caused by two 
sources: first, the calculation relates to temperature 0 K 
and as such corresponds to approximately 1%–2% smaller 
unit cell volume due to thermal expansion. Second, the 

Figure 3. 139La NMR spectrum of LaCuAl3 in comparison with simulated spectrum. The inset on the left side details the central transition, 
inset on the right side shows distribution of Vzz parameter used in the simulation.
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exchange-correlation potential [21] used in the calculations 
overestimates [16–18] the equilibrium volume by additional 
approximately 0%–2%. The value of Vzz on La nucleus is 
dominated by p–p and to some extent also d–d contributions 
which increase in value with decreasing volume as the La 
5p and 4d orbitals become compressed towards the nucleus 
(see the volume depend ence in figure  4). The calculated 
equilibrium volume is about 2% larger and one should thus 
increase the calculated Vzz by roughly 5% for comparison 
with experiment.

Confronting the calculated Vzz values for LaAuAl3 in 
table 1 with the Vzz distribution acquired from the NMR exper-
iment (figure 2), clearly only the str01 I4mm structure is pos-
sible: the Vzz values of all the other LaAuAl3 configurations 
are too different to suit the experiment. On the other hand, 
in case of LaCuAl3 the broad distribution of Vzz (figure 3)  
allows to include in addition to str01 also structure str03, and 
to some smaller extent also str02, str04, str05, and str06 can 
contribute to the spectrum.

There are additional interactions, besides the electric quad-
rupole interaction, which could, in principle, contribute to the 
observed smearing-out of the features in 139La spectrum of 
LaCuAl3: the chemical shielding (including Knight contrib-
ution in metals), nuclear dipole–dipole interaction, and indi-
rect nuclear spin–spin interaction. However, we show in the 
following paragraph that these interactions are too weak to be 
responsible for the observed effects.

The nucleus is shielded from the external static magnetic 
field by the surrounding electrons, as described by the chemical 
shielding σ and Knight shielding K in case of conduction elec-
trons in metals. The total shielding has isotropic part σ0 + K0, 
which in case of 139La here is responsible for a uniform shift 
of the spectrum by approximately  +200 kHz from the Larmor 
frequency, and anisotropic part ∆σ + ∆K , which we can esti-
mate by employing our DFT calculations. Calculated aniso-
tropic shieldings (evaluated as difference between shieldings 
for field in directions [0 0 1] and [1 0 0]), ∆σ = 70 ppm and 
∆K = −600 ppm, which cause broadening of  ∼30 kHz 

Table 1. Symmetries of modeled crystal structures of LaAuAl3 and LaCuAl3, and calculated EFG parameters of 139La.

Structure Space group
La-site 
point group

LaAuAl3 LaCuAl3

Vzz η Vzz η

str01 I4mm 4mm 6.91 0 6.36 0
str02 P4/mmm 4/mmm 5.65 0 4.80 0

4/mmm 7.98 0 8.28 0
str03 P4/nmm 4mm 7.47 0 6.95 0
str04 P/mm2 mm2 −3.29 0.97 4.25 0.93

mm2 7.57 0.21 6.02 0.02
str05 P/mm2 mm2 4.25 0.44 4.32 0.72

mm2 6.17 0.32 6.49 0.48
str06 P42/mmc mmm −3.06 0.76 −4.90 0.59
str07 I4̄m2 4̄2m 2.68 0 3.80 0

str08 P4/nmm 4mm 1.25 0 2.65 0

Figure 4. Volume dependence of the total energy and Vzz on La nucleus in LaAuAl3 str01 structure. Blue dashed line denotes unit cell 
volume corresponding to the room temperature experiment [19].
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in addition to effect of quadrupole interaction. Values,  
∆σ = 230 ppm and ∆K = 260 ppm, calculated for LaAuAl3  
structure yield similar value  ∼28 kHz. The broadening effect  
due to the anisotropy of chemical and Knight shielding is thus 
relatively small compared to the quadrupole interaction for our 
139La spectra, and moreover, it is present in spectra of both 
samples, therefore, it cannot be responsible for broadening of 
smearing-out of spectral features for LaCuAl3 only. Next, the 
effect of dipolar interaction with surrounding nuclear moments 
can be calculated by direct summation within a sphere of radius 
100 ̊A, yielding estimate of  <1.8 kHz for LaCuAl3 and  <2.0 kHz  
for LaAuAl3. Indirect nuclear spin–spin interaction, mediated 

by conduction electrons (Rudermann–Kittel interaction), 
cannot usually be observed directly, however, its value rarely 
exceeds a few kHz [22, 23]. The effects of these interactions on 
smearing-out the 139La spectrum are thus negligible compared 
to the effect of electric quadrupole interaction and its distribu-
tion of Vzz. Therefore, the only possible interpretation of the 
smeared-out shape of 139La spectra in LaCuAl3 is a presence of 
several different lanthanum sites with different Vzz.

Supplementary information concerning atomic ordering can 
be obtained from the other nuclei in the structure. 65Cu NMR 
spectrum in LaCuAl3 displays powder pattern, which is simi-
larly unresolved as in case of LaCuAl3 139La spectrum (figure 5):  

Figure 5. 65Cu NMR spectrum of LaCuAl3 in comparison with simulated spectrum. The inset on the left side details the central transition, 
inset on the right side shows distribution of Vzz parameter used in the simulation.

Figure 6. 27Al NMR spectrum of LaAuAl3 in comparison with simulated spectrum. The inset shows the central transition.
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measured featureless powder pattern allows to match the spec-
trum with simulation using a very broad distribution of Vzz 
parameter. If the LaCuAl3 structure was well ordered, there 
would be a single Cu(2a) site expected with a relatively sharp 
distribution of Vzz. Our calculations yield for such structure 
(str01) Vzz = 0.40 × 1021 V/m−2, which is a value apparently 
contributing to the experimental spectrum but clearly has to be 
accompanied by several other components with larger values 
of Vzz. The analogous spectrum for LaAuAl3 sample was not 
acquired due to a very low magnetogyric ratio of 197Au isotope.

The notion about LaCuAl3 being disordered can be fur-
ther supported by 27Al NMR spectra of both samples (see 

figures  6 and 7). Al enters at least two nonequivalent sites 
even in the ‘ordered’ I4mm structure str01, and above that, the 
Al(4b) sites lack local axial symmetry, i.e. η can be non-zero 
and acts as another free parameter. Therefore, the approach 
of independently simulating the NMR spectra as applied for 
139La is more difficult to implement for 27Al. For LaAuAl3 the 
most of the spectral features can still be captured by simula-
tion using two 27Al subspectra with ratio 1:2, which reflects 
the site occupancies Al(2a) and Al(4b), and relatively narrow 
distributions of Vzz around values Vzz(2a) = −0.74 and 
Vzz(4b) = 2.09 (in units 1021 V/m−2), η(2a) = 0 due to sym-
metry and η(4b) = 0.57. Despite the fact that the simulation 

Figure 7. 27Al NMR spectrum of LaCuAl3 in comparison with simulated spectrum. The inset shows the central transition.

Figure 8. Differences in calculated total energies for eight possible configurations in the stoichiometric structures of LaAuAl3 and 
LaCuAl3.
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did not consider distribution of η(4b), these values correspond 
relatively well to Vzz(2a) = −0.51, Vzz(4b) = 1.91, η(2a) = 0 
and η(4b) = 0.83 from str01 LaAuAl3 calculation. In case of 
LaCuAl3 the smeared-out features make an analogous simu-
lation impractical and allow ambiguous results. Our attempt 
to capture the experimental spectrum of LaCuAl3 with two  
1:2 Al subspectra (see figure 7) apparently leaves space for 
additional spectral components and/or wide distributions 
of EFG parameters, thus pointing to presence of more than 
two nonequivalent Al sites in LaCuAl3 structure and again 
supporting our deduction that LaCuAl3 is at least partially 
disordered.

Experimental NMR spectra of all isotopes thus lead us 
to conclusion that a single atomic arrangement occurs in 
LaAuAl3 while at least two different configurations are pre-
sent in LaCuAl3 compound. Situation in La compounds is 
thus corroborating the scheme used to describe the specific 
heat data of Ce(Cu,Al)4 series [8].

Natural question then arises why the behavior of LaCuAl3 
and LaAuAl3 is so different, i.e. why LaCuAl3 is more dis-
ordered than LaAuAl3. In stoichiometric 1:1:3 cases for both 
LaAuAl3 and LaCuAl3, str01 is the preferred arrangement of 
Au/Al and Cu/Al atoms, and the energies of the remaining 
structures str02–str08 are very similar (figure 8). Apparently, 
to explore in more detail the differences in ordering, our 
model consisting of a single unit cell is too limiting. A super-
cell approach going beyond one cell would be very cumber-
some, therefore, we instead calculated and fully optimized 
unit cells with varying stoichiometries: unit cells with several 
contents x of Au (or Cu) between 0 and 1, i.e. from LaAl4 
to LaAu4 (LaCu4). We can now evaluate the stability of a 
given structure LaAu4xAl4−4x by confronting its calculated 
total energy E with the sum of calculated total energies of its 
constituents E0(x) = xE(LaAu4) + (1 − x)E(LaAl4). Since 
there are again more possible arrangements of Au/Al for x 
(especially for x near 0.5) we observe a spread of energies 

for each value of x, see figure 9. For x  <  0.5 the most ener-
getically favorable structure is always the one of the BaNiSn3 
type. Both LaAuAl3 and LaCuAl3 apparently are stable, how-
ever the minimum of the dependence in figure 9 is deeper for 
Au containing compounds. In general, for such mixtures the 
larger is the negative difference of E  −  E0, the higher is the 
tendency of such mixture for ordering—in order to maximize 
the number of interactions between different atoms.

This behavior of LaAuAl3 and LaCuAl3 can be explained 
by difference of atomic sizes and electronegativities between 
Au and Cu atoms. We evaluated both properties by ‘Atoms 
in Molecules’ approach (Bader analysis [24]), where the 
atom is defined as a volume delimited by critical points (local 
minima or saddle points) in the charge density. Calculated 
volume 24.4 Å3 of Cu atom in LaCuAl3 is rather close to 19.2 
and 16.0 Å3 of aluminum in Al(2a) and Al(4b), respectively, 
and thus the mixing on individual atomic sites is relatively 
easy. On the other hand, gold atoms are somewhat larger  
(35.0 Å

3
) which prevents site mixing with smaller aluminum 

atoms (18.1 and 14.4 Å
3
) in the LaAuAl3 structure. Another 

point is higher difference between the electronegativity of Au 
and Al compared to such difference between Cu and Al, which 
can be best demonstrated using calculated valences (evaluated 
as the difference between atomic number Z and the charge 
integrated within the atomic volume). In LaAuAl3 gold has 
valence  −2.86 and aluminium sites Al(2a) and Al(4b) pos-
sess  +0.01 and  +0.75, whereas in LaCuAl3 copper has 
valence  −1.91 and both Al have  −0.22 and  +0.44. Larger 
difference between Au and Al valences thus again increases 
tendency for ordered arrangement.

It is worthwhile to mention certain analogy which can be 
seen when inspecting the binary phase diagrams. One can find 
several compounds with defined exact stoichiometry in the 
Au–Al binary phase diagram [25]. On the other hand, Cu–Al 
phase diagram [26] does not contain any line stoichiometric 

Figure 9. Dependence of the difference between the total energy of structure with composition LaAu4xAl4−4x (or LaCu4xAl4−4x) and the 
total energy of its constituents LaAl4 and LaAu4 (or LaCu4, respectively).
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compound but rather regions of stability of several Cu–Al 
phases which allow for varying Cu–Al fractions. This obser-
vation reminds closely our case when comparing LaCuAl3 
and LaAuAl3.

4. Conclusions

The character of NMR spectra of 139La, 27Al, and 65Cu mea-
sured in LaAuAl3 and LaCuAl3 powder samples is dominated 
by electric quadrupole interaction. By simulating the NMR 
spectra and comparing to experiment, the spectral parameters 
were extracted and confronted with values obtained from the 
electronic structure calculations. In case of LaAuAl3 the 139La 
spectrum can be interpreted by a single spectral component 
corresponding to uniform environment of La atoms in the 
structure, whereas in case of LaCuAl3 the spectrum decom-
position yields a wide distribution of spectral parameters, and 
thus corresponds to multiple non-equivalent La positions in 
the structure. This scenario is also reflected in 65Cu NMR 
spectrum of LaCuAl3 and in 27Al spectra of both samples, 
and together with analysis of our calculations leads to con-
clusion that LaCuAl3 is somewhat disordered compared to 
ordered LaAuAl3.
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TABLE I. Lattice parameters of all modeled crystal structures.

compound structure SG a (Å) c (Å) compound a (Å) c (Å)
La2Al8 str01 I4/mmm 4.35136 11.25048
La2AuAl7 str01 P4mm 4.37907 11.04964 La2CuAl7 4.33262 10.92985

str02 P 4̄m2 4.36804 11.07376 4.33245 10.98352
La2Au2Al6 str01 I4mm 4.38423 10.98340 La2Cu2Al6 4.29745 10.73379

str02 P4/mmm 4.32438 11.41571 4.23455 11.10975
str03 P4/nmm 4.41804 10.87002 4.31908 10.62654
str04 Pmm2 4.36119 11.25034 4.32598 10.75049
str05 Pmm2 4.35236 11.14350 4.29038 10.82249
str06 P42/mmc 4.33063 11.19959 4.26904 10.93099
str07 I 4̄m2 4.32186 11.20992 4.27614 10.94864
str08 P4/nmm 4.47021 10.72343 4.37005 10.53582

La2Au3Al5 str01 P4mm 4.37721 11.12182 La2Cu3Al5 4.24024 10.74975
str02 P 4̄m2 4.34544 11.48400 4.35625 10.39321
str03 Pmm2 4.30627 11.61105 4.23424 10.94607
str04 Pmm2 4.37466 11.14655 4.29006 10.60817
str05 P 4̄m2 4.41131 10.84676 4.29017 10.55486
str06 P4mm 4.41931 11.11555 4.35656 10.39176
str07 Pmm2 4.36436 11.20277 4.29755 10.62592
str08 Pmm2 4.33851 11.32325 4.29024 10.66220
str09 P4mm 4.44108 10.77932 4.31982 10.46409
str10 P 4̄m2 4.45343 10.74393 4.34898 10.42800

La2Au4Al4 str01 I4/mmm 4.36481 11.27542 La2Cu4Al4 4.16402 10.92054
str02 Pmm2 4.26571 11.92752 4.25043 10.58086
str03 Pmm2 4.35647 11.35647 4.22685 10.64597
str04 P4/nmm 4.36901 11.48300 4.33460 10.28525
str05 P4mm 4.35964 11.46098 4.27027 10.53791
str06 Pmmm 4.28544 11.79995 4.23401 10.72173
str07 P 4̄m2 4.24934 11.93865 4.21988 10.84984
str08 P4mm 4.40707 11.12097 4.31248 10.28392
str09 P 4̄m2 4.33833 11.44998 4.30460 10.32158
str10 P 4̄m2 4.30485 11.59093 4.31248 10.28392
str11 P42mc 4.37203 11.28086 4.32740 10.26816
str12 Imm2 4.33945 11.43969 4.32740 10.37084
str13 P4/nmm 4.48781 10.53660 4.32663 10.11506
str14 Pmm2 4.39623 11.14713 4.34992 10.21294
str15 Pmm2 4.46510 10.78785 4.34995 10.16196
str16 I4/mmm 4.56255 10.32345 4.41519 9.86388

La2Au5Al3 str01 P4mm 4.54344 10.55751 La2Cu5Al3 4.45977 9.42099
str02 P 4̄m2 4.35233 11.52064 4.29654 10.19495
str03 Pmm2 4.32194 11.74965 4.34366 9.98128
str04 Pmm2 4.39538 11.25247 4.41712 9.55045
str05 P 4̄m2 4.49991 10.75687 4.36919 9.76112
str06 P4mm 4.30130 11.87058 4.22384 10.49667
str07 Pmm2 4.21332 12.27289 4.18902 10.61886
str08 Pmm2 4.18888 12.40442 4.27453 10.19824
str09 P4mm 4.40111 11.22547 4.32837 9.89640
str10 P 4̄m2 4.22607 12.23548 4.12803 10.88029

La2Au8 str01 I4/mmm 4.11104 13.32528 La2Cu8 4.13993 10.11804
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a b s t r a c t

Three-dimensional topological insulators are an important class of modern materials, and a strong spin-
orbit coupling is involved in making the bulk electronic states very different from those near the surface.
Bi2Se3 is a model compound, and 209Bi NMR is employed here to investigate the bulk properties of the
material with focus on the quadrupole splitting. It will be shown that this splitting measures the energy
band inversion induced by spin-orbit coupling in quantitative agreement with first-principle calculations.
Furthermore, this quadrupole interaction is very unusual as it can show essentially no angular depen-
dence, e.g., even at the magic angle the first-order splitting remains. Therefore, it is proposed that the
magnetic field direction is involved in setting the quantization axis for the electrons, and that their life
time leads to a new electronically driven relaxation mechanism, in particular for quadrupolar nuclei like
209Bi. While a quantitative understanding of these effects cannot be given, the results implicate that NMR
can become a powerful tool for the investigation of such systems.

� 2019 Published by Elsevier Inc.

1. Introduction

Ten years ago, it was predicted that Bi2Se3 is a topological insu-
lator [1], i.e., in addition to the conventional insulating bulk it has a
conducting surface. The corresponding metallic surface states are a
consequence of strong spin-orbit coupling that leads to an inver-
sion of bands (and atomic states) with different symmetries [1].
There is nothing new in terms of chemistry about Bi2Se3, but these
new electronic states are special since they are protected by topol-
ogy. This may not only be of interest in physics, but also chemistry,
e.g., if one thinks of heterogeneous catalysis.

For those familiar with reciprocal space and general symmetry
arguments, the understanding of the concept of topological insula-
tors is perhaps simple. However, NMR practitioners or those who
are used to local thinking may experience difficulties in imagining
real space consequences for these materials. In fact, it is not evi-
dent whether a bulk, local probe like NMR has something impor-
tant to say about topological insulators. The characterization of
the few nuclei near the material’s surface, which must be affected
by the special surface electrons, is a different challenge.

Nanometer-size grains with large surface to volume ratio, required
for such investigations, may have different bulk properties, as well.
Therefore, the bulk NMR properties of larger crystals should be
understood first, an effort we pursue.

Before we address the very few NMR papers (with controversial
observations), we would like to introduce a simple chemical exam-
ple with consequences in topology, which we found helpful in
thinking about such systems.

We believe that simple water molecules can offer some clues.
Without any interference as a free gas, individual water molecules
will be found in particular total angular momentum states
(J ¼ 0;1;2; . . ., with consequences for its nuclear spins according
to the Pauli principle). In astrophysics, those differences, detected
at great distances, prove facts about the universe [2]. However,
in condensed matter systems water molecules loose some of their
free gas identity due to interactions. Nevertheless, they can still
have different reactivities, as recently reported [3], so that there
might be even more surprises in some systems. NMR knows about
this [4], but related effects are better studied for other small mole-
cules, e.g., para and ortho molecular hydrogen [5,6]. This special
quantum behavior of small molecules also affects nuclear relax-
ation, e.g., the famous spin-rotation interaction between nuclei
and the molecular magnetic moment related to J was well studied
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[7] (and it may have its analogue in topological systems, as we
argue below).

If one thinks of ideal liquid water, it can only exist if enclosed in
a container where it will be in equilibrium with its free gas mole-
cules. This co-existence of liquid and gas can be looked upon in
terms of topology in the sense that the water molecules are differ-
ent objects if in liquid versus gas (with some appropriate time and
length scales). Then, a closed container with walls that favor the
liquid state has some resemblance with a topological insulator.
For the latter, surface electrons have different topological proper-
ties compared to those in the bulk. Note that such scenarios are
independent of the shape of the surface, cf. Fig. 1. And if there is
another – appropriate – surface within the container (e.g., aerosol
particles in a water atmosphere) it could be covered by a liquid
film, as well. This may help comprehend why modifications of out-
side or inside surfaces of topological insulators are so interesting,
and why a local probe like NMR can be of great help in the study
of those effects.

In Bi2Se3 it is the strong spin-orbit coupling that disappears on
the surface and changes the topology. Of course, any chemical (and
subsequent electronic) surface reconstruction can complicate this
simple scenario. Nevertheless, it appears from experimental sur-
face probes that the predicted states are indeed present in this
material [8].

Most of the reports on NMR of topological insulators, i.e., Bi2Se3
and Bi2Te3, focussed on the spin 1=2 nuclei 77Se and 125Te. They
concerned the investigation of single crystals [9–13], powders
[14–16], or nano-powders [17–19], and addressed relaxation,
shifts, and the influence of surface states, but also the presence
of a strong indirect nuclear spin coupling that gives rise to exten-
sive NMR line broadening in Bi2Se3 [10]. The understanding of
NMR in strongly spin-orbit coupled systems is not well developed.
For example, as was shown very recently, Knight shift and orbital
shift in spin-orbit coupled metals have rather different phe-
nomenology compared to conventional systems [20].

There have been only a few accounts of 209Bi NMR of Bi2Se3 [21–
24]. As a spin 9=2 system, 209Bi appears to be affected by a smaller
than expected quadrupole interaction of �150 kHz [21]. The over-
all lineshape was found to be unusual, i.e., the intensity pattern of
the individual transitions shows the lowest intensity for the central
transition, and the intensity grows towards the outermost satel-
lites. Young et al. [21] pointed to rapid transverse relaxation (T2)

to be the origin of this intensity anomaly. Nisson et al. [23] mea-
sured the angular dependent spectra and found a significant loss
of signal intensity when rotating the single crystal away from
ckB0 (the magnetic field B0 parallel to the crystal c-axis). They
found discrepancies when comparing averaged orientation depen-
dent single crystal spectra with those obtained from microscopic
and nanoscopic powders. It was suggested [10] that the indirect
nuclear spin coupling in these systems is behind the rapid T2.

Here we will address the 209Bi NMR quadrupole splitting in
more detail, and we will see that it can be highly unusual in these
materials. We will show that the small quadrupole interaction is a
consequence of the inverted band structure that affects the relative
occupation of Se and Bi atomic levels. Thus, the electronic proper-
ties bear direct consequences for NMR, and there is even quantita-
tive agreement with first-principle calculations. Even more
stunning is the angular dependence of the Bi quadrupole splitting.
It does not follow the lattice symmetry – as is usually the case in
NMR. Here we find that the magnetic field appears to set the quan-
tization axes of nuclei and electrons involved in the quadrupole
interaction, not the lattice. This leads to very unusual angular
dependences and new relaxation phenomena. While a theoretical
understanding of the latter effects is still missing, we believe that
our results prove that the quadrupole interaction can be used to
gain unprecedented local insight into these fascinating materials.

2. Methods

2.1. Synthesis and characterization

Single crystals of Bi2Se3 (S1, S2, S4) were grown using the
self-flux method. Elemental Se (99.999%, Sigma Aldrich) and Bi
(99.999%, Sigma Aldrich) in three different molar ratios
(S1 � Bi1.95Se3; S2 � Bi2.00Se3; S4 � Bi2.05Se3) were filled into
quartz tubes under Ar atmosphere. The ampoules were then
evacuated and sealed before they underwent heat treatment. The
heating scheme reads as follows: melting and reaction at 800 �C
for 10 h followed by a slow cooling and crystal growth period of
100 h at a cooling rate of 2.5 K/h, finished by liquid-nitrogen
quenching. Large single crystals with a few millimeters in size
can easily be cleaved off the ingot. Note that the molar balance
between Bi and Se as given in the chemical formulas above denotes
the initial molar composition of the melt from which the crystals
were grown, rather than the stoichiometry of the final product.
Single crystal S3 (with dimensions 4� 3� 1 mm3) is the same as
reported in [10] (details about the synthesis can be found there,
as well). Microscopic powder of Bi2Se3 was obtained from grinding
commercial Bi2Se3 flakes (Sigma Aldrich) using mortar and pestle.

We performed X-ray diffraction (XRD) of powders from each
sample to confirm phase purity. Lattice constants are found
to be stable across the samples with a ¼ 4:142ð1Þ Å and
c ¼ 28:640ð4Þ Å. In order to determine residual carrier concentra-
tions in these small band-gap systems, the temperature dependent
Hall effect was measured of pieces obtained from pressed and sin-
tered powders as well as of single crystals using a Physical Proper-
ties Measurement System (PPMS) from Quantum Design Inc., USA.
The carrier concentration n was found to be widely temperature
independent with values between n ¼ 6:7ð5Þ � 1018 cm�3 for the
Se-rich material (S1) and n ¼ 1:7ð1Þ � 1019 cm�3 for the Se-
deficiency sample (S4).

2.2. Experimental techniques

Magnetic fields for the NMR experiments ranged from 9.4 to
11.74 T, and commercial consoles (Bruker, Tecmag) were used
for excitation and detection. The home-built probes were equipped

Fig. 1. A, water in a closed container at given temperature can hold two different
types of molecules those in the liquid (blue full lines), or in the gas (blue circles with
arrows) in particular total angular momentum (J) states. This scenario is robust and
independent of the shape of inner or outer surfaces. B, schematic crystal structure of
Bi2Se3; parallel planes (with Bi or Se atoms) stacked in crystal c-direction are of fcc
type so that three quintuple layers (Seout-Bi-Sein-Bi-Seout planes) are needed before
the stacking repeats. The unit cell consists of two chemically equivalent Bi, one Sein,
and two Seout atoms. Any Bi2Se3 surface (i.e., an interface to vacuum or another
regular insulator) carries topologically protected metallic states. (For interpretation
of the references to colour in this figure legend, the reader is referred to the web
version of this article.)
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with single axis goniometers for sample rotation with an accuracy
of about �2�. Single crystals of millimeter dimension were
arranged within the NMR coils inside the goniometer with filling
factors close to 1 to ensure maximum signal to noise. The effect
on the resonance circuit’s quality factor, Q, by the insertion of a sin-
gle crystal into the NMR coil is significant, yielding typical Qs of
20–30. It is well established that the material shows residual bulk
conductivity, but the skin effect can nearly be neglected [10].

High power solid echo sequences (p=2� s� p=2) with typical
pulse lengths of 0:75 ls were used to record the complete
quadrupolar split spectra. The circuit’s low quality factor ensures
sufficient bandwidths for excitation and detection. Spin echo pulse
sequences (p=2� s� p) with a p=2-pulse duration of 10 ls were
employed for the selective excitation of individual transitions. Free
induction decays (FIDs) were recorded of narrow resonance lines
as in case of 2H2O. The spin lattice relaxation (1=T1) was measured
with inversion or saturation recovery of parts of the spectrum (see
discussion below). Nutation spectroscopy was used to distinguish
different transitions in broad spectra. Here, the pulse power levels
were changed rather than the pulse widths in order to keep excita-
tion widths constant.

2.3. First principle calculations

Electric field gradients were obtained from electronic structure
calculation within density functional theory (DFT) – using the all-
electron full-potential WIEN2k code [25)2. The sizes of atomic
spheres were chosen as 2.50 and 2.42 a.u. for Bi and Se, respec-
tively. All relevant parameters, especially the number of k-points
(18� 18� 18 mesh) and the size of the basis set (RKmax=14), were
properly converged with respect to the value of the electric field
gradient of Bi. The spin-orbit interaction was included as second
variational method using the scalar-relativistic approximation
[26]. The exchange-correlation term was approximated by
Perdew-Burke-Ernzenhof variant [27] of the generalized gradient
approximation (PBE-GGA).

3. Results

3.1. Magnetic field parallel to the crystal c-axis and powder spectra

Given the single Bi site in the unit cell and its local symmetry, cf.
Fig. 1B, we expect a single NMR line with a symmetric electric field
gradient (EFG) that has its largest principle component (VZZ) along
the crystal c-axis (ckZ), thus VXX ¼ VYY ¼ �VZZ=2.

Then, if the magnetic field is along the crystal c-axis one expects
the 209Bi NMR resonance to be split into 2I ¼ 9 lines, i.e., a central
transition with 4 pairs of satellite lines. This is indeed the case, as
shown in Fig. 2A. We measure a quadrupole splitting of 141(3) kHz
between the neighboring transitions (which is found to be slightly
sample dependent, see below). Since the splitting is much smaller
than the Larmor frequency even at the lowest employed field of
9.4 T (i.e. � 64 MHz), the quadrupole interaction needs to be con-
sidered only in leading order.

In this very good approximation, the quadrupole Hamiltonian is
typically written as,

HQ ¼ 3I2z � IðI þ 1Þ
4Ið2I � 1Þ eQ � VZZ

3 cos2 b� 1
2

þ g
2
sin2 b cos 2a

� �
; ð1Þ

if one allows the laboratory frame (x; y; z) to be different from that
of the principle axes system (X;Y; Z) of the EFG tensor. As usual, b
is the polar angle between the z and Z axes, a is the azimuthal Euler
angle, and g ¼ VXX � VYYð Þ=VZZ is the asymmetry parameter. The
nuclear spin is denoted by I, and the nuclear quadrupole moment
by eQ. We adopt the usual definition of the quadrupole frequency,

mQ � xQ=2p ¼ 3eQVZZ

2I 2I � 1ð Þh � 3e2qQ
2I 2I � 1ð Þh ; ð2Þ

and we measure from Fig. 2A, with b ¼ 0 that mQ 	 141ð3ÞMHz. The
frequency difference from the central transition for each satellite is
given by,

Dmr ¼ ðrþ 1=2Þ~mQ ðb;aÞ; ð3Þ

where r ¼ �1=2 denotes the central transition
(r ¼ �9=2;�7=2; . . . ;þ7=2), and ~mQ the angular dependent quadru-
pole frequency,

~mQ ðb;aÞ ¼ mQ
3 cos2 b� 1

2
þ g
2
sin2 b cos 2a

� �
: ð4Þ

Note that a spatial variation of the quadrupole frequency results
in a rather typical set of linewidths of the 9 resonances: the central
transition would have no broadening, but the outermost satellites
would see an amplified broadening by a factor of 4 compared to
the innermost satellites. Here, we find the central transition nearly
as broad as the outermost satellite transitions, cf. Fig. 2A. We con-
clude that the principle components of the (traceless) EFG are
rather well defined, and we estimate the variation of VZZ to be less
than 5%, indicating a very homogeneous crystal. This is indeed a
surprising finding since for NMR in systems where quadrupole
interaction dominates, quadrupole broadened spectra are the rule.
In particular for Bi2Se3 a material known to show considerable
deviations from the average stoichiometry, e.g. as evidenced by
self-doping [28], one would expect quadrupolar broadened spec-
tra, which is clearly not the case.

Also shown, in Fig. 2B, is a typical powder spectrum. One sees
immediately – we used the same frequency scale as for the single
crystal spectra in Fig. 2A – that the powder spectrum has a similar
width compared to the single crystal. This is not expected since the
angular dependence in a powder does not favour crystallites with
directions b 	 0 (from near poles of the unit sphere), rather those
near the equator (b 	 90�) determine the spectrum. So we expect
for the powder spectrum roughly half the width in view of (4). This
fact points to an unusual angular dependence, already.

To be certain that the observed resonances are due to first-order
quadrupole effects, we performed nutation experiments on the
individual 209Bi lines, and compared the results with those
obtained for 2H NMR of deuterated water (the 2H resonance is
about 2.9 MHz below that of 209Bi at 9.4 T and can thus serve as
a reference – after correction for Q – for the non-selective radio fre-
quency amplitude that is difficult to measure for the broad Bi spec-
trum). The results are shown in Fig. 3A. Excellent agreement with
the expected effective radio frequency amplitudes for selective
excitation is found for not too large power (the pulses for the selec-
tive spin echo experiments were 10 ls and 20 ls for the p=2 and p
pulse, respectively, and the nutation was recorded as a function of
the power level). Deviations at larger power levels are expected,
given the narrowly spaced resonances and the excitation of the
accompanied forbidden transitions [29].

In Fig. 3B we present the changes of the spectrum as a function
of the pulse separation for the non-selective echo sequence used in
Fig. 2. We observe a rather rapid decay with a T2 � 35 ls, accom-
panied by significant spectral changes. Most notably, the central
region of the spectrum decays more rapidly than the outer satel-
lites. This leads to the pronounced dip in the center of the spectra.

In a next experiment we measured the spin echo decay of the
selectively excited transitions with a p=2� s� p echo, cf. Fig. 4A.
We observe nearly exponential decays and the selective T2’s vary
by about a factor of 5, i.e., the central transition decay is about 5
times as fast as that of the outermost lines. The overall non-
selective T2 is not very different, and for small s similar to that
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of the selectively excited central region. This shows that the decay
is rather independent on the number of flipped neighbors.

Also shown, in Fig. 4B, is a spectrum recorded with frequency
stepped selective spin echoes. Clearly, the spectral features are lost
and the faster decay in the central region leads to the double-horn
spectrum that was reported earlier [21,23].

Due to the rapid spin echo decays and broad spectral features,
the precise measurement of nuclear relaxation is difficult. In
Fig. 5 we show the results of a selectively measured saturation
recovery for ckB0, as well as a nearly non-selective inversion recov-

ery near the magic angle for a single crystal (S3). One expects that
the recovery after a nearly full saturation (or inversion) is consid-
erably slower for a spin 9/2 nucleus (since all spins are out of equi-
libirium) than the recovery of a selectively saturated (or inverted)
central transition. This is what we observe, but we cannot exclude
spectral diffusion for the selectively excited transitions. Also, we
cannot say whether the observed, fast relaxation is magnetic or
quadrupolar in origin.

We turn to the investigation of the angular dependences of the
spectra, now.

Fig. 2. 209Bi NMR spectra at 11.74 T from Fourier transform of a solid echo with p=2-pulse widths of 0.75 ls and a pulse separation s ¼ 15:5 ls, obtained from, A, the Bi2Se3
single crystal S3 at ckB0 (the red line is a fit to a I ¼ 9=2 first-order quadrupole pattern with a magnetic broadening of about 70 kHz) and, B, a powder (seeMethods for details).
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 3. A, selective spin echo nutation (p=2-pulse width 10 ls; performed for all transitions, but shown here only for the central transition, CT, the 2nd, and the 4th lower
satellite as indicated with the symbols in the inset) and the comparison with a rescaled 2H nutation in 2H2O (open circles). Note, the deuterium nutation was fitted with a
sinðxÞ function (red solid line) and from this result the ideal selective nutation of individually excited transitions of a quadrupolar split spin 9/2 were simulated (colored lines).
Intensities were normalized for the sake of clarity. The inset shows the spectrum with the 3 carrier frequencies used for nutation. B, the 209Bi spectrum (Fig. 2A) obtained from
solid echo measurements with increasing pulse separation s as indicated. The lower two spectra (s = 45.5 ls and s = 65.5 ls) have been magnified by a factor of 3 and 4,
respectively. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 4. A, spin echo decays (colored symbols) of the selectively excited transitions. The black open stars are data points from the full spectral intensity of the solid echo, cf.
Fig. 3B. B, the upper panel shows a spectrum obtained with a nonselective solid echo with s ¼ 15:5 ls. B, middle panel shows the spin echo intensities from frequency
stepped selective spin echoes (with s ¼ 45 ls). B, lower panel shows the T2 values obtained from fits to the spin echo decays shown in A (simple exponential fits).
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3.2. Angular dependences of single crystal spectra

Spectra for the four different samples (S1, S2, S3, S4) are shown
in Fig. 6, recorded at three different angles b: first, for b ¼ 0, i.e.
with the field parallel to the crystal c-axis (ckB0); second, near
the magic angle (b 	 54:7�); and third, for b ¼ 90�, i.e. with the
field in the plane (c ? B0). While the spectra for ckB0 agree with
the expected behavior, the spectra near the magic angle show
the largest inconsistencies.

Sample S1, while similar to what one expects from (4), shows
unexpected broadening at the magic angle and a missing intensity
of about 30% (about 35% of the intensity are missing for c ? B0).

For sample S2 the deviations from the expected behavior are
more obvious. There is substantial intensity in form of a broad res-
onance even at the magic angle (of up to �500 kHz away from the
center). A somewhat larger amount of intensity is missing. Note
also that there is an increased discrepancy for c ? B0, as the
observed width is much larger than what is expected (about 1/2
of that for ckB0). Similar observations are made for samples S3

and S4, i.e., while the spectra for ckB0 appear to fit the symmetric
quadrupole pattern, the lineshapes at the magic angle, as well as
for c ? B0 are in stark disagreement with such an explanation
(changes in T2 cannot explain the discrepancies).

A more detailed angular dependence for sample S3 is presented
in Fig. 7. Here it becomes obvious that the splittings as a function of
b do not agree with (4). Rather, one is inclined to conclude, based
on the positions of peaks and valleys, that the broad intensity –
irrespective of the angle of rotation – represents the same satellite
transitions. This, however, would be in striking disagreement with
what one expects from angular dependent quadrupole spectra.

In order to learn more about these broad resonances, we per-
formed NMR nutation experiments – similar to what is presented
in Fig. 3, but now recorded near the magic angle (as far away in fre-
quency as �600 kHz from the center). Selected results are shown
in Fig. 8. Indeed, the intensity outside the central region appears
to belong to satellite transitions, similar to what one finds for
ckB0. Note that given the lattice symmetry, one demands that the
asymmetry parameter is vanishingly small (g 	 0) so that the spec-
tra must narrow considerably near the magic angle. If this is true
(g 	 0), a rotation of the sample about the crystal c-axis for differ-
ent b should leave the spectra largely unchanged (a change of a in
(3)). The results are shown in Fig. 9. Since there are only minor
changes to the spectra (some of them cannot be avoided since
we change the orientation of the sample in the coil), we conclude
on the rotational symmetry of the in-plane EFG components, i.e.
we have indeed a nearly symmetric tensor independent on the ori-
entation of the crystal with respect to the field.

The above experiments showed that the usual understanding of
the spectra in terms of a quadrupole Hamiltonian (1) cannot
explain the data, i.e., both coordinate systems (x; y; z and X;Y ; Z)
do not seem to rotate with respect to each other by changing the
direction of the magnetic field with respect to the crystal axes.

4. Discussion

We begin the discussion with the spectrum for ckB0 in Fig. 2A.
As mentioned above, in reference to the chemical structure we
expect such a quadrupolar split set of lines. We find a systematic
change of the quadrupole splitting from 164(2) kHz to 128(3)

Fig. 5. Saturation recovery of the selectively excited central transition (open, blue)
for cjjB0, and inversion recovery (solid, black) near the magic angle for a broader
non-selectively excited region, both obtained with sample S3. Solid lines represent
simple, single exponential fits to MðtÞ ¼ ð1� f expð�t=T1ÞÞ resulting in apparent
TCT
1 ¼ 0:75ð5Þms and a non-selective T1 ¼ 7:5ð5Þms. (For interpretation of the

references to colour in this figure legend, the reader is referred to the web version of
this article.)

Fig. 6. Spectra (black) for the four single crystals (S1, S2, S3, S4) for three different orientations: ckB0 (left), the magic angle (middle), c ? B0 (right). The magnetic shifts have
been subtracted, and the relative intensities are as measured (carrier concentration increases from top to bottom, see Methods). Red lines represent first-order quadrupole
patterns fitted at ckB0. Apparently, the angular dependent fitted spectra that follow from (4) do not agree with the experimental data (black). (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)
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kHz, while the crystal lattice parameters obtained from XRD do not
change across the different samples. And since samples S1, S2, and
S4 were prepared with different molar ratios of Bi and Se atoms in
order to drive self-doping effects, yielding samples with increasing
excess carrier concentration n, we conclude that the EFG at 209Bi in
Bi2Se3 is related to n, as well.

These two facts and the absence of a significant inhomogeneity,
we believe, point to the special band structure of topological insu-
lators. It is known that the energy band structure near the C-point
in the Brillouin zone is inverted due to spin-orbit coupling [1]. As a
direct consequence for Bi2Se3, Bi and Se states are being exchanged
to some extent, which must reduce the EFG at the Bi site. Further-
more, extra electrons brought into the system by self-doping do
inevitably emerge on the energetically lower most edges of the
conduction band, namely in the vicinity of the C-point [1]. Thus,
free carriers in this system must change the quadrupole splitting
while reflecting the real-space characteristics of the energy band
inversion.

In order to investigate this quantitatively, first-principle
calculations with the Wien2k code [25] were performed. Some
results are summarized in Fig. 10 and show, indeed, the role of
spin-orbit coupling on the EFG. The carrier concentrations were
modeled by adding small amounts of electronic charge into the
rhombohedral Bi2Se3 unit cell: extra charges up to 0.005e cover
the range of carrier densities in the studied samples. In order to
preserve the neutrality of the unit cell, this additional charge was
compensated by the same amount of positive background charge.
Without spin-orbit interaction the extra charge visibly decreases
the calculated Bi EFG: the extra charge occupies predominantly
the 6pz-states of Bi and the p-p term is the dominant contribution
to the EFG for Bi. Since the Bi pz-states are initially less occupied
than the px- and py-states, the p-anisotropy decreases and we
observe a monotonous decrease of the EFG tensor on Bi.

When the spin-orbit interaction is enabled, band inversion
occurs – accompanied by charge transfer from p-states of Se to
Bi. The occupation of Se pz-states for both crystal sites is consider-
ably reduced while the 6pz-states of Bi are nowmore populated. As
a consequence, the EFG on Bi abruptly decreases. The extra charge
is then added also to px- and py-states, which leads to a less pro-
nounced decrease of the EFG.

This explains our experimental results (note, that in the exper-
iments we can only determine the absolute value of VZZ through
mQ , not its sign). The calculated EFG is slightly larger than the

Fig. 7. Angular dependent spectra for the single crystal S3, recorded with a solid
echo sequence (the pulse length and separation was 0.75 ls and 15.5 ls, respec-
tively). 0� denotes ckB0, while 90� represents the c ? B0 orientation (the magnetic
shift was subtracted). Measurements were performed at 9.4 T.

Fig. 8. Examples of selective nutation experiments at the magic angle at offset
frequencies of �200 kHz (brown) and �400 kHz (gray), recorded with fixed,
selective spin echo sequences (sp=2=10 ls) as a function of the RF amplitude
(xrf ). Intensities are normalized for the sake of clarity, also to compare with the
(non-selective) 2H nutation of 2H2O (open circles). The solid lines (brown, gray) are
simulations for individual transitions (2nd and 3rd satellites) similar to those in
Fig. 3. The spectral positions of the carrier are indicated in the inset compared to a
spectrum recorded with frequency stepped spin echoes at the magic angle. This
proves that the broad spectrum – even at the magic angle – is due to first-order
quadrupole splitting. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)

Fig. 9. Angular dependent spectra of single crystal S3. For three different values of
the polar angle b, i.e., angles of the crystal c-axis with respect to the magnetic field,
the crystal was rotated about the respective, new c-axis. This corresponds to a
change of a in Eq. (4). Here, a ¼ 0� is arbitrarily chosen and does not correspond to
the crystal a or b-axis (recorded at 11.74 T). This proves that the EFG is essentially
axially symmetric with respect to the crystal c-axis independent of the direction of
the magnetic field.
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experimentally observed one. Most likely, this discrepancy is due
to imperfect optimization of the crystal lattice because of the pres-
ence of van der Waals bonds (GGA neglects dispersion interactions,
only the volume was optimized, while the c=a ratio in hexagonal
unit cell representation was kept fixed at value from the experi-
ment). We estimate other sources of errors to be of the order of
0.01 (in units of 1021 V m�2). We conclude that the 209Bi NMR
quadruple spectrum for ckB0 is well understood in terms of the
electronic structure.

The rapid changes in the lineshapes with pulse separation (spin
echo decay) were observed in earlier publications [21,23], but not
fully acknowledged ([23] assumed a Redfield term). The large spec-
tral width from the quadrupole interaction together with the rapid
T2 demand a high time resolution for NMRmeasurements, which is
not readily available or limits signal to noise. In our experiments,
by resorting to small sample volumes of 5—10 mm3, we could sep-
arate the rapid T2 from the changes in the lineshapes due to the
angular dependence, sufficiently. On a qualitative level, we believe
that the recently discovered large indirect spin-spin coupling
between nuclei [10] is responsible for the rapid T2 of Bi, in partic-
ular that it affects the central levels of the spectrum much more
than the outer ones (a factor of almost 5 in Fig. 4). Such behavior
is expected if the quadrupole interaction is not large compared
to the indirect coupling, so that spin flips in the central levels are
not fully suppressed [31].

We now turn to the conundrum of the angular dependence of
the 209Bi NMR spectra. Most surprising is the observation that
the quadrupole pattern observed for ckB0 does not collapse near
the magic angle, which is most obvious for the crystals with higher
carrier concentrations (n > 1019 cm�3). We find that this effect is in
agreement with hitherto published data [21–23], however, the
problem was not addressed in detail, before.

One may seek an explanation for the unusual behavior in local
imperfections that often cause quadrupolar broadening. In fact, the
coordination of Se neighbors from a Bi atom point of view encloses
an angle of 50—60� with the crystal c-axis, i.e. close to the magic
angle. Thus, the inhomogeneities arising from Se vacancies would
not be very effective for ckB0 (when investigating Bi nuclei). How-
ever, one key problem with such attempts is that due to the mea-
sured intensities, the inhomogeneities must affect large numbers
of Bi atoms, which appears highly unlikely since each Se vacancy
adds 2 electrons, hence, from Fig. 10, only about 1 out of 1000 Se

atoms is missing. Only extended charge density waves scenarios
could affect more nuclei, but these would certainly cause quadru-
pole broadened spectra also for ckB0, which are not observed. In
addition, the various samples show very similar high quality pat-
terns for ckB0, but not at other angles. Finally, the broad signal –
even at the magic angle – appears to be single crystal like, similar
to what one has for ckB0. The detailed angular dependence in Fig. 7
suggests that the spectra do not change very much at all if one
turns the sample with respect to the magnetic field.

The fact that a random powder spectrum, cf. Fig. 2B, has a much
larger width than what follows from the ckB0 spectra clearly pro-
hibits an explanation in terms of a regular orientational depen-
dence, already.

One might then be tempted to assume that the EFG consists of
two terms. One term is caused by the chemical structure, e.g. from
neighboring ionic charges, and shows the usual angular depen-
dence given by (4). This background splitting, one would assume,
should follow in the limit of zero carrier concentration, cf.
Fig. 10. Then, the second part would be due to itinerant carriers
and has a negative sign. For ckB0 the splitting is given by the
sum of the two terms thus one could explain the observed shape.
As one rotates the sample the second term should lead to the devi-
ation from the regular angular dependence. However, we were not
able to fit the data with such a scenario. The difficulty arises from
the fact that the background term is large to begin with, and it
should always disappear at the magic angle. This is not what is
observed. Rather as the component with an unusual angular
dependence grows, it also appears to affect the background EFG.
These findings point to a single, dominant process from electrons
near the Fermi surface also for the first term and there is essen-
tially no lattice EFG (in agreement with the nearly cubic coordina-
tion of the six nearest Se atoms forming an octahedron, or the fact
that we do not observe quadrupolar broadening in these inhomo-
geneous materials).

Therefore, all these observations led us to discard the usual pic-
ture and propose a very different scenario: an axially symmetric
EFG tensor that follows the external field B0 rather than the crystal
c-axis. A possible line of (qualitative) arguments for this scenario is
presented now.

The electric quadrupole interaction involves the nuclear spin.
Therefore, it is written conveniently in terms of spherical tensors
[32], i.e.,

Fig. 10. Results of DFT calculations of the local EFG (VZZ) with (red) and without (blue) spin-orbit coupling (SOC) as a function of carrier concentration. Colored triangles give
VZZ as obtained from measured quadrupole splittings (including literature data [22], also from the supplementary of [24]) using Eq. (2) and a quadrupole moment of
jQBij ¼ 516mb [30]. The grey error bars indicate the variation of VZZ when assuming different jQBij, from 370 mb to 710 mb [30]. The black data points display the results of
this work according to Hall-effect and shift measurements (supplementary Fig. S6 of [24]). Error bars indicate the expected variation of the carrier concentration among the
samples. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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HQ ¼
Xþ2

q¼�2

�1ð ÞqQ ð2Þ
�qV

ð2Þ
q : ð5Þ

In this notation, one defines the nuclear quadrupole moment eQ by,

eQ ¼ 2hImI ¼ IjQ ð2Þ
0 jImI ¼ Ii; ð6Þ

where jImI ¼ Ii is the eigenket of the nuclear spin (I) with the lar-
gest magnetic quantum number m ¼ I. Similarly, the electric field
gradient, eq, created by an electron in the state jJ;mJi is defined by,

eq ¼ 2 JmJ ¼ J
� ��V ð2Þ

0 JmJ ¼ J
�� �

; ð7Þ

where J is its total angular momentum of the electron. In terms of
the spherical electronic coordinates (re; he;/e) one has,

V ð2Þ
0 ¼

ffiffiffiffiffiffiffi
4p
5

r Z
qe

r3e
Y20ðhe;/eÞdse: ð8Þ

In a solid, one imagines an effective electronic wave function, jwei,
since the state of the electrons is not known precisely, and one
writes,

I;mI;weh jHQ I;mI;wej i ¼
Xþ2

q¼�2

�1ð Þq I;mIh jQ ð2Þ
�q I;mIj i weh jV ð2Þ

q wej i: ð9Þ

Only the term with q ¼ 0 contributes [32], i.e.,

I;mI;weh jHQ I;mI;wej i ¼ 3m2 � IðI þ 1Þ
2Ið2I � 1Þ eQ � weh jV ð2Þ

0 wej i: ð10Þ

In a strong magnetic field B0 in z-direction the nuclear spin is quan-
tized along the field axis (z-axis), and we can write,

HQeff
¼ 3I2z � IðI þ 1Þ

2Ið2I � 1Þ eQ � weh jV ð2Þ
0 wej i: ð11Þ

In systems without significant spin-orbit coupling one can neglect
the electronic spin (that does align with the field) and consider only
the resulting electronic orbital angular momentum. Then, for a
given shell, it can be factorized into a radial and an angular part.
The latter is tied to the chemical bonding and thus typically fixed
in the crystal’s unit cell. This makes the quadrupole coupling depen-
dent on the local crystal symmetry, and yields the typical treatment
of quadrupole coupling in solids, cf. (1).

We argue that in strongly spin-orbit coupled systems the situa-
tion might be different. Here, the electron has the total electron
angular momentum J as a good quantum number, and it may fol-
low the field, loosely speaking. This must have consequences also

for the electric field gradient eq ¼ 2 JmJ ¼ J
� ��V ð2Þ

0 JmJ ¼ J
�� �

, and such
electrons should contribute to the EFG differently (in a simple
molecule one can use the Wigner-Eckart theorem to relate the
actual EFG to other quantum numbers). In particular, such an
EFG should depend on the field axis, as well.

We think that this kind of behavior must be behind the obser-
vations for the angular dependences shown above. Bi2Se3 has cer-
tainly strong spin-orbit coupling with a g-factor of about 32 for
ckB0 and 23 for c ? B0 [33]. While our explanation is lacking quan-
titative theory, we believe that the quadrupole interaction in these
spin-orbit coupled systems must be fundamentally different. To
our knowledge, this has never been proposed. Unfortunately, due
to the design of the DFT calculations that limits the spin-orbit
interaction to be accounted for only within the atomic spheres,
we cannot model these electrons with large g-factors, or an angular
dependence.

Corroborating evidence, we believe, is given by a recent report
on electron paramagnetic resonance (EPR) in Bi2Se3 that shows
spin-1/2 resonances with similar g–factors [34]. In a sense this

shows the Larmor precession of a large g–factor electron (with con-
sequences for the quadrupole coupling).

Finally, if our conjecture is true, a finite life time of the involved
electronic states should lead to a new relaxation mechanism in
particular for quadrupolar nuclei, in analogy to (magnetic) spin-
rotation interaction. Since the quadrupole interaction exceeds the
magnetic coupling, the nuclear relaxation of Bi should then be fast
and quadrupolar. Indeed, while the nuclear relaxation of Se spin-
1/2 nuclei in Bi2Se3 is rather long (various seconds) [10], the Bi
relaxation is rather short, cf. Fig. 5, and it was reported to show
unusual temperature dependences, earlier [21,22]. Typically,
quadrupolar relaxation is assumed to be due to phonons, but one
needs Raman processes to account (qualitatively) for large rates
that do not follow from single phonon scattering. The process sug-
gested here is expected to be more effective since it couples
directly to the electronic density of states, and a comparably long
life time of the involved electrons can be much closer to the Larmor
precession rate than in the case of phonons, and thus be more
effective.

5. Conclusion

We investigated 209Bi NMR quadrupole splittings for a number
of Bi2Se3 samples with different carrier concentrations. If the mag-
netic field B0 is parallel to the crystal c-axis (ckB0) we observe 9
equally broadened resonance lines as for an axially symmetric
electric field gradient (EFG) with its largest Z-axis parallel to c for
this I ¼ 9=2 nucleus. Despite an expected chemical inhomogeneity
the lines are only magnetically broadened. The quadrupole split-
tings decrease slightly with increasing carrier concentration. The
data are in quantitative agreement with first-principle calculations
when the magnetic field is along the crystal c-axis (for which cal-
culations are possible), and comparison shows that the band inver-
sion (near the C-point) due to the spin-orbit coupling decreases the
quadrupole splitting as the inversion changes the occupation
between Bi and Se orbitals.

As already the comparison of powder spectra with single crystal
data for ckB0 shows, we discovered a non-trivial angular depen-
dence of the quadrupole splitting if the B0 is rotated with respect
to c. While the spectra appear to maintain axial symmetry around
c, the EFG’s Z-axis appears to follow B0, i.e. it does not remain par-
allel to the crystal c-axis, as is typically the case for NMR of
quadrupolar nuclei.

We propose that the special properties of the strongly spin-
orbit coupled electrons in these topological materials must be
behind this effect, and that the field leads to a non-trivial change
of their quantization axis. Furthermore, since the electronic life
time of these electrons leads to a time-dependent EFG, a new
source of nuclear relaxation is proposed, which appears to be in
agreement with the observations.

While a more detailed quantitative theory is missing, the results
show that NMR can provide a quantitative measure of the band
inversion, and quite possibly it holds further important informa-
tion about these new class of materials.
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A B S T R A C T

In this study, the distributions of aluminum and gallium atoms over the tetrahedral and octahedral sites in the
garnet structure were investigated in mixed Lu3Al5-xGaxO12 crystals by using 27Al and 71Ga magic angle spinning
nuclear magnetic resonance (NMR) and single crystal 71Ga NMR. The experimental study was supported by
theoretical calculations based on density functional theory (DFT) in order to predict the trends in terms of the
substitutions of Al by Ga in the mixed garnets. Both the experimental and theoretical results indicated the non-
uniform distribution of Al and Ga over the tetrahedral and octahedral sites in the garnet structure, with a strong
preference for Ga occupying the tetrahedral sites in the garnet structure at all Ga concentrations, despite Ga
having a larger ionic radius than Al and tetrahedrons being smaller than octahedrons. The Ga occupation pre-
ference is primarily related to the involvement of Ga 3d10 electrons in interactions, and due to the different
nature of the chemical bonds formed by Al and Ga when located in the tetrahedral and octahedral environments.
The quadrupole coupling constants and chemical shift parameters for Al and Ga nuclei were determined for all of
the compounds considered, and the electric field gradients at the Al and Ga nuclei were calculated in the DFT
framework. Our results also showed that the structural relaxation after Al substitution with the larger Ga mainly
occurs via deformation of the octahedrons, while leaving the tetrahedrons relatively undeformed.

1. Introduction

Lu3Al5-xGaxO12 multicomponent garnets doped with rare earth ions
belong to the group of functional materials with the general formula
(A1,A2)3(B1,B2)5O12 (where A1,A2=Y, Lu, Gd, La; and B1,B2 = Al,
Ga, Sc). These garnets are used widely as infrared laser media [1], blue-
to-yellow downconverter phosphors in white light-emitting diodes
[2,3], and very rapid and efficient scintillators with high light yields
above 50000 photon/MeV [4–7], thereby approaching the theoretical
limit expected for the garnet host [8].

In recent years, many studies have aimed to further improve the
scintillation performance of Lu3Al5O12-based crystals via band gap
engineering and by changing the energy position of the localized Ce3+

electronic levels within the host band gap by using multicomponent
compounds with appropriate compositions (e.g., see Refs. [9–12]). In

particular, it was shown that Ga substituting for Al in garnet crystals
leads to a shift of the conduction band edge to lower energies, while
leaving the top of the valence band almost unchanged, thereby elim-
inating shallow electron traps (which arise predominantly from cation
antisite defects, e.g., Lu3+ on Al3+ sites and vice versa) due to the lo-
cation of their electronic levels within the conduction band. This has
been demonstrated both experimentally [12,13] and theoretically [14].
The decrease in the band gap in mixed crystals is expected according to
the increase in the unit cell volume when the larger Ga atoms substitute
for smaller Al atoms (0.535 Å and 0.62 Å for VI-fold Al3+ and Ga3+,
respectively, and 0.39 Å and 0.47 Å for IV-fold Al3+ and Ga3+) [15].
However, the selective shift of the conduction band edge is an exclusive
property of the Ga ion and it is associated with its electronic structure.

The second effect expected due to the substitution of Al by Ga in
mixed crystals of Lu3Al5-xGaxO12 is a change in the distribution of Al
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over the tetrahedral and octahedral sites in the −O Ia3dh
10 garnet lattice

[16]. Some previous studies of the classical Y3Al5O12 garnet material
(e.g., [17–20]) showed that Ga ions prefer to occupy the tetrahedral
positions so the occupation numbers Al(IV)/Al(VI) and Ga(IV)/Ga(VI),
which are equal to 3/2 in both Y3Al5O12 and Y3Ga5O12, can deviate
significantly from 3/2 in the case of Y3Al5-xGaxO12 solid solutions
[17,20]. However, not all experimental data support the assumed pre-
ferable occupation of tetrahedral positions by Ga atoms. Thus, some
results obtained using different experimental techniques suggest that
Ga preferably occupies octahedral positions with a larger volume (e.g.,
see Refs. [21–23]). It has also been indicated that the ionic radius or
differences in the electronegativity of the cations do not necessarily
play key roles in the distribution of cations over the tetrahedral or
octahedral positions.

Moreover, different theoretical calculations performed for some
Y3Al5-xGaxO12 compounds with different substitution degrees did not
yield consistent results. Thus, calculations performed for the 80- and
160-atoms in the Y3Al5O12 supercell showed that moving one Ga atom
from a tetrahedral site to an octahedral site had an energy cost of
0.21 eV in both supercells, but it decreased to 0.17 eV for some higher
Ga doping levels [24]. However, calculations of the formation energies
for Y3Aloct2−yGaocty Altet3 O12 and Y3Aloct2 Altet3-yGatety O12 compounds, where
y=0.125, showed that substituting Aloct by Ga was slightly more fa-
vorable than substituting Altet, with an energy difference of 50meV
[23].

The substitutions of Al for Ga and vice versa in the octahedral or
tetrahedral positions also cause different changes in the lattice para-
meters [24], and they obviously have different effects on the electronic
band structure of the garnet host material. Therefore, understanding
the cation distribution over the tetrahedral and octahedral sites is im-
portant for engineering mixed garnet crystals with predictable optical
and scintillation properties. In particular, we studied the influence of
the Ga content on the luminescence properties of (Y,Lu)3Al5-xGaxO12

garnets [25], where nuclear magnetic resonance (NMR) was used to
determine the cation distributions in these crystals.

In the present study, we systematically investigated the Al and Ga
occupancies of the tetrahedral and octahedral sites in the garnet
structure to facilitate important applications of Ce-doped Lu3Al5-
xGaxO12 mixed garnet crystals (x= 0, 1, 2, 3, 4, 5) by using the 27Al and
71Ga solid-state NMR technique. We found that the actual Al and Ga site
occupations could be determined from NMR spectra with high preci-
sion. NMR is a unique approach for quantifying the site occupancy in a
material (in both liquid and solid states) [26] and the optimal tool for
this task. In Lu3Al5-xGaxO12, both the Al and Ga cations are suitable for
NMR measurements, as demonstrated previously for Y3Al5-xGaxO12

solid solutions [18,19,27]. The main advantage of NMR compared with
other methods that are sensitive to ionic occupation in lattices, such as
X-ray diffraction, is its universality, insensitivity to long-range atomic
ordering, and the ability to provide information concerning local de-
formations that arise due to slightly different ion sizes. To the best of
our knowledge, the determination of the Al and Ga distributions over
the cation sites by X-ray diffraction has only been successfully achieved
for high quality single crystals of Y3Al5-xGaxO12 solid solutions [17,18].

Our experimental study was supported by theoretical calculations
based on the density functional theory (DFT) in order to explain the
trends in terms of the Al and Ga distributions over different positions in
the garnet structure and to clarify unusual variations in the electric field
gradients (EFGs) in the Lu3Al5-xGaxO12 lattice. The theoretical calcu-
lations were performed for all of experimentally studied compositions,
thereby facilitating direct comparisons of the experimental and theo-
retical results.

2. Methods

The crystals were grown using the micro-pulling down method with
radiofrequency inductive heating [28]. An iridium crucible was used

with a die diameter of 3mm. Growth occurred under an N2 atmosphere
using a<111>and<100> oriented Y3Al5O12 single crystal as the
seed. The starting materials were prepared by mixing 4 N purity Lu2O3,
Al2O3, and Ga2O3 powders. Ce was added at a concentration of 0.2 at.
%. The crystals were in the form of rods with a diameter of 3mm and
length of 2–3 cm.

27Al and 71Ga static NMR spectra were measured at room tem-
perature using a Bruker Avance II spectrometer at Larmor frequencies
of νL=104.28 and 122.06MHz, respectively. Magic angle spinning
(MAS) spectra were measured for both nuclei using a Bruker Avance III
HD spectrometer equipped with a high speed MAS probe at Larmor
frequencies of νL=130.40 and 152.62MHz for 27Al and 71Ga, respec-
tively. A single pulse sequence with a radio frequency field strength of
110 kHz and short pulses of 0.38 μs, which corresponded to rotation of
the net magnetization by the angle π/12, was applied to ensure that
quantitatively correct measurements of the 27Al MAS NMR spectra were
obtained, even for aluminum located in lattice positions with very
different values for the quadrupole coupling constant. For each sample,
512 to 3072 scans were accumulated with a recycle delay of 80 s, de-
pending on the Al concentration. A spectral width of 312 kHz and
spinning speed of 22 kHz were used to observe the undistorted central
transition of 27Al in both the tetrahedral and octahedral positions. 27Al
NMR spectra were referenced to an external standard comprising Al
(NO3)3. The presence of paramagnetic Ce3+ ions did not affect the
shape of the NMR spectral lines but they substantially shortened the
relaxation time for 27Al nuclei, thereby allowing the usage of relatively
short relaxation delays.

71Ga static NMR spectra were measured utilizing the
90x−τ−90y−τ spin echo pulse sequence. The four phase (xx, xy, x-x,
x-y) “exorcycle” phase sequence was used to form echoes with minimal
distortions due to anti-echoes, ill-refocused signals, or piezo-resonances
[29]. In the case of the 71Ga NMR spectrum with a linewidth up to
300 kHz for the 1/2 ↔ −1/2 central transition, only selective excita-
tion was achievable. In order to exclude the influence of the angle
dependence of quadrupolar interactions on the signal intensity, π/8
pulse lengths of 0.5 μs were still used with 5 s delays between the scans.
The 71Ga MAS NMR spectra were measured with a rotation speed of
20 kHz based on a single pulse sequence with pulse length of 0.8 μs and
recycle delay of 15 s. The external standard was 1.0 MGa(NO3)3.

The electronic structures of the studied garnets were calculated
within the DFT using the full-potential all-electrons augmented plane
wave + local orbitals method implemented in the WIEN2k code [30].
The radii of the atomic spheres in the atomic units for Lu, Al, Ga, and O
were 2.35, 1.70, 1.75, and 1.61, respectively. The atomic coordinates
and lattice parameters were optimized for each structure with respect to
the total energy and within the set space group symmetry. Special care
was taken to check how the geometry optimization (lattice parameters
and atomic forces) and the key calculated quantities (EFGs and density
of states) converged with the size of the basis set and with the number
of k-points. The final appropriate value for the RKmax parameter was 7.0
and the matrix size was determined as about 9000 (double the size for
structures without I-centration). The number of k-points in the irre-
ducible part of the Brillouin zone was between 14 and 45, and thus a
mesh of 6×6×6 was provided for each structure. The charge density
and potentials were Fourier expanded up to the largest k-vector
Gmax= 14 Ry1/2 (∼190 eV1/2). The Perdew-Burke-Ernzerhof variant
[31] of the generalized gradient approximation was used to approx-
imate the exchange-correlation potential.

3. Results and discussion

Al and Ga ions can occupy two different crystallographic positions
in the Lu3Al5-xGaxO12 garnets with tetrahedral (Al(IV), Ga(IV)) and
octahedral (Al(VI), Ga(VI)) oxygen environments [16]. Both these ca-
tions are suitable for NMR measurements, but the 27Al isotope, which
has nuclear spin I=5/2 and a natural abundance of 100%, is easiest to

Y.O. Zagorodniy et al. Journal of Physics and Chemistry of Solids 126 (2019) 93–104

94

170



measure. Ga has two isotopes, i.e., 69Ga and 71Ga, where both have
spin=3/2 and natural abundances of 60% and 40%, respectively. All
of these nuclei possess a quadrupole moment eQ, which interacts with
the EFG generated by the surrounding ionic charges. The quadrupole
interaction is usually expressed by the quadrupole coupling constant:

=C e QV h/q zz
2 , and the asymmetry parameter of the EFG tensor by:

= −η V V
V

xx yy

zz
, where e is the electron charge and Vii are the components of

the EFG tensor in its principal axes system with |Vzz|≥|Vxx|≥|Vyy|. In
the Ia d3̄ unit cell of the garnet structure [16], there are 24 structurally
equivalent tetrahedral positions and 16 structurally equivalent octa-
hedral positions available for Al/Ga cations. For both types of sites, the
EFG tensor has axial symmetry ( =η 0) and the main axis of the EFG
tensor is aligned along the<100>and<111> cubic directions for
the tetrahedral and octahedral sites, respectively [32,33]. In the case of
solid solutions, the axial symmetry of the EFG tensor can be broken
because some of the Al ions are substituted for Ga ions.

Quantitatively, all of the spectra measured for the static samples
were interpreted using the spin Hamiltonian [34,35], which results in
the following frequencies for the satellite and central transitions:
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q is the quadrupole frequency, and θ, φ are the Euler

angles of the external magnetic field referenced to the principal x, y,
and z axes system of the EFG tensor. Eq. (1) describes the frequency
locations of satellite transitions as first-order perturbations of the
Larmor frequency νL. Consequently, the frequency shift related to
magnetic field screening at nucleus (chemical shift) is small compared
with the quadrupole frequency, and thus it is neglected. However, the
shift of the central transition has only a second-order effect on the
quadrupole frequency (Eq. (2)), so the chemical shift mechanism is
essential. Its contribution to the central transition frequency is de-
scribed by the last term in Eq. (2), where δiso, δax, and δaniso are the
isotropic, axial, and anisotropic components of the chemical shift
tensor, respectively, for which the principal axis system is assumed to
coincide with the coordinate system of the EFG tensor. The function
f θ φ( , )η has a cumbersome form and its actual expression was presented
in a previous study [34]. The MAS spectra obtained under rotation
conditions were interpreted using the time-dependent spin Hamilto-
nian, which includes all of the interactions mentioned above. Its full
analytic representation was presented in a previous study [35].

3.1. 27Al NMR

The 27Al static NMR spectra for the Lu3Al5O12 and Lu3Al2Ga3O12

ground single crystals are presented in Fig. 1 as examples. In addition to
the narrow intense signal belonging to the central 1/2 ↔ −1/2 tran-
sition (CT), the NMR spectrum for Lu3Al5O12 has highly pronounced
singularities corresponding to the±3/2 ↔±1/2 satellite transitions
(ST) of both Al(IV) and Al(VI), from which the quadrupole parameters
can be calculated. In contrast to Lu3Al5O12, the singularities obtained
from the satellite transitions in the mixed Lu3Al5-xGaxO12 compounds
are broadened and completely smeared out (see the bottom spectrum in
Fig. 1) due to the distribution of quadrupole parameters in these sam-
ples, where the local environment for Al varies among sites. On the
other hand, the linewidth of the CT, which is essentially unaffected by
this distribution, is only about 20 kHz for all of the samples.

The 27Al MAS NMR spectra obtained for all of the samples with a
spinning rate of 22 kHz are presented in Fig. 2. This rotation frequency
exceeds the linewidth of the CT for the static spectrum, so all of the
magnetization from the CT is concentrated within two narrow lines,

which are separated due to the difference in the chemical shifts at the Al
(IV) and Al(VI) sites [32]. A set of spinning side bands (ssb) originating
from the satellite transitions is also visible in the MAS NMR spectra.

The spectral line of the Al(IV) CT has a distinct shape due to strong
quadrupole interactions (Fig. 2). Substituting Al by Ga in the mixed
compounds leads to the distribution of the EFG values on Al nuclei,
which results in some smearing of the spectral line edges. However, the
spectral line corresponding to the central transition of Al(IV) still pro-
vides information concerning the quadrupole interactions. The quad-
rupole interaction parameters obtained after fitting the Al(IV) central
transition line for all of the compounds are listed in Table 1, which
shows that partial substitutions of Al by Ga generally do not change the
mean EFG value, thereby indicating that the Al oxygen tetrahedrons
remain mainly unchanged in the mixed compounds.

The EFG values at octahedral sites are almost six times smaller than
those at tetrahedral sites (the determination of their actual values is
described in the following), so the CT for Al(VI) is completely averaged

Fig. 1. 27Al static nuclear magnetic resonance spectrum for Lu3Al5O12 and
Lu3Al2Ga3O12, (CT – the central transition). Arrows denote some of the singu-
larities corresponding to the satellite transitions (ST).

Fig. 2. 27Al magic angle spinning nuclear magnetic resonance spectra for
Lu3Al5-xGaxO12 compounds obtained at a rotation speed of 22 kHz where the
spinning side bands belonging to the Al(VI) satellite transitions are denoted by
asterisks (CT - the central transition). The frequency region is cut at± 530 ppm
in order to show only a few of the first spinning side bands.
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to one narrow line with a Gaussian shape. Its full width at half max-
imum (FWHM) changes from 2.9 ppm at x= 0 up to 4.6 ppm at x= 2
(Table 2), thereby indicating that the broadest distribution of the NMR
parameters occurs for the Lu3Al3Ga2O12 solid solution. Clearly, the
isotropic chemical shift determined directly from the MAS spectra in-
creases gradually from 2.2 ppm in Lu3Al5O12 up to 5.3 ppm in
Lu3AlGa4O12.

The Al(VI) quadrupole parameters were calculated based on the full
fit of the ssb manifold that originated from the satellite transitions
(± 3/2 ↔±1/2,± 5/2 ↔±3/2). In contrast to Lu3Al5O12, the shape
of the ssb manifold in the spectra for mixed Lu3Al5-xGaxO12 compounds
is smeared out due to the distribution of the EFG parameters. To in-
crease the precision when determining the Al(VI) quadrupole para-
meters in mixed compounds, a larger number of ssbs were accumulated
in the region of± 0.55MHz with a rotation speed of 5 kHz (Fig. 3). The
intensities of the sidebands were also corrected for the Q-factor of the
NMR probe by using a simple Lorentz function. Considering that the ssb
envelope mimics the shape of the static spectrum to some extent (but
not completely), the initial values of the quadrupole parameters were
obtained by fitting the ssb envelope with the lineshape corresponding
to the NMR spectrum of a static sample. As shown in a previous study
[36] and according to our measurements for Lu3Al5O12, the quadrupole
parameters obtained from this fitting are lower than the real ones.
However, the calculation of the static spectrum is rapid so they can be
used as good starting values for further fitting of the sidebands mani-
fold, and they indicate the correct trends in the behavior of the quad-
rupole parameters for various cation substitution degrees.

The spectrum of the satellite transitions for static samples was si-
mulated using Eq. (1). The distribution of the quadrupole frequencies
arising from EFG fluctuations was described by a Gaussian function.
The satellite transitions spectrum was obtained by subsequently in-
tegrating over all the mutual orientations of the EFG tensor and mag-
netic field:
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where the parameter Δ characterizes the width of the quadrupole fre-
quency distribution and the frequency ν θ φ( , )m

(1) is defined by Eq. (1).
Subsequent simulation of the Al(VI) ssb manifold was performed by

considering that the actual EFG distribution originates from the random
distribution of Al and Ga atoms located in the nearest environment for
Al(VI). Therefore, a finite number of different EFG values should be

used instead of a smooth EFG distribution during the simulation of the
spectra. Furthermore, fixed parameters for Al(IV) were used in the si-
mulation. The mean values of the quadrupole parameters obtained in
this manner are listed in Table 2. To illustrate the precision of the si-
mulation, the differences between the experimental spectra and simu-
lated spectra are presented in Fig. 3 as blue solid lines for the region
where the main signal from Al(VI) ST is located, where the Al(IV) ST
and CT regions were excluded from the calculation.

In contrast to the Al(IV) tetrahedral sites (Table 1), the EFG para-
meters at Al(VI) octahedral sites essentially depend on Ga substitution,
which indicates that oxygen octahedrons exhibit marked deformation
after substituting Al by Ga. The extent of octahedron deformation in-
creases steadily with the Ga content. The increase in the average value
of the chemical shift for the line corresponding to Al(VI) with the
gradual substitution of Al by Ga is in good agreement with the elec-
tronegativities of the Al and Ga atoms, which have Pauling values of
1.61 and 1.81, respectively. Substituting Al by more electronegative Ga
atoms decreases the total charge on the oxygen framework, and addi-
tional transfer of the electron density occurs from Al to O atoms. This
decreases the net charge on the Al atoms, thereby leading to lower
shielding of the external magnetic field by the Al electronic shell. In
addition, Ga prefers to occupy the tetrahedral positions (see below), so
Al(VI) ions in the mixed structure are predominantly surrounded by Ga
ions, which leads to essential changes in the EFG and chemical shift
parameters compared with the Lu3Al5O12 compound. Thus, in the case
of disordered LuAl3Ga2O12, a larger number of possible Al environ-
ments leads to a broader distribution of the chemical shifts.

The 27Al MAS NMR spectral lines obtained from both Al structural
positions are well separated by the chemical shift, so we can directly

Table 1
Al(IV) NMR parameters determined for the mixed Lu3Al5-xGaxO12 compounds
from MAS NMR spectra.

Compound δiso (ppm) Cq (kHz) η

Lu3Al5O12 79.2 6330 0
LuAl4Ga1O12 79.2 6270 0.02
LuAl3Ga2O12 78.8 6200 0.03
LuAl2Ga3O12 78.5 6200 0.004
LuAlGa4O12 78.2 6230 0.01

Table 2
Al(VI) NMR spectral parameters determined for the mixed Lu3Al5-xGaxO12 compounds from the MAS NMR spectra of the CT, simulation of the ssb envelope, and using
the direct fit for all the ssbs.

Compound δiso (ppm) FWHM (ppm) Cq (kHz) η δiso (ppm) Cq (kHz) η

CT only sbb envelope all sidebands

Lu3Al5O12 2.2 2.9 1100 0 2.6 1230 0
Lu3Al4Ga1O12 2.9 3.9 1400 0.3 3.8 1560 0.4
Lu3Al3Ga2O12 3.8 4.6 1550 0.35 4.6 1690 0.4
Lu3Al2Ga3O12 4.7 4.4 1650 0.35 5.4 1820 0.4
Lu3AlGa4O12 5.3 3.7 1750 0.3 6.3 1900 0.4

Fig. 3. 27Al magic angle spinning nuclear magnetic resonance (MAS NMR)
spectra obtained for Lu3Al5-xGaxO12 at a rotation speed of 5 kHz as well as
sidebands envelope simulation, the difference between the measured spectrum,
and the best fit for all sideband manifolds (only the region corresponding to Al
(VI) satellite transitions sidebands is presented in the difference curve). The
sideband intensities were corrected by considering the Q-factor for the NMR
probe.

Y.O. Zagorodniy et al. Journal of Physics and Chemistry of Solids 126 (2019) 93–104

96

172



calculate the occupation numbers for Al located in the different posi-
tions, which should be simply given by the ratio of the integral in-
tensities of the Al(IV) and Al(VI) spectral lines in principle. The ratios
calculated for the CTs are presented in Table 3. However, the ratio of
the Al(IV)/Al(VI) intensities obtained for pure Lu3Al5O12 does not equal
the value of 1.5 expected for the stoichiometric compound. This sig-
nificant difference is caused by the overlap of the central transition line
with lines originating from satellite transitions, which have sufficiently
high intensity at this rotation speed (Fig. 2). The intensities of the ST
lines are different for the Al(IV) and Al(VI) sites due to the difference in
their quadrupole parameters, which determines the shape of the side
bands manifold and their contribution to the overlap with the CT. In
order to obtain the correct value of the Al(IV)/Al(VI) ratio from the
intensity of the CTs, it is necessary to subtract part of the magnetization
(spectral intensity) belonging to the ST from the CT region, or to obtain
the full spectrum with all STs, where the total intensity of CT + STs
belonging to tetrahedral (octahedral) Al is proportional to the number
of Al atoms in tetrahedrons (octahedrons).

The full spectrum for the studied compounds exceeds the spectral
width used in the experiment, so the quadrupolar parameters for both
Al(IV) and Al(VI) sites were determined from the experimentally ac-
cumulated spectrum by fitting, and the entire spectrum was subse-
quently simulated in the range up to 4× vQ. This procedure considers
all of the side bands from all the transitions that are not directly visible
in the experimental spectrum, so the ratio of the integral intensities for
the entire lines gives the correct Al occupation numbers. Using this
algorithm, we first checked the Al occupation numbers for Lu3Al5O12.
The MAS spectrum can be well fitted with the following parameters
(which are in good agreement with published values for this compound
[37]): Cq= 1230 and 6250 kHz for Al(VI) and Al(IV), respectively, and
η=0 for both sites. The Al(IV)/Al(VI) ratio calculated for Lu3Al5O12

equals 1.51(1), which is within the error range and it agrees with the
expected value of 1.5.

The quadrupole parameters obtained for the mixed compounds al-
lowed us to calculate the actual Al(IV)/Al(VI) ratio from the MAS NMR
spectra for all of the compounds. The Al(IV)/Al(VI) ratios obtained after
simulating the spectra are listed in Table 3.

It should be noted that the envelope of the sidebands is very smooth
in the case of mixed Lu3Al5-xGaxO12 compounds, so almost the same
correct Al(IV)/Al(VI) ratio can be obtained from MAS spectra simply by
subtracting the intensity of the first sideband (measured at a rotation of
22 KHz) from the intensity of the central line.

3.2. 71Ga NMR

The 71Ga static NMR spectrum obtained for the Lu3Ga5O12 sample
from the ground single crystal is presented in Fig. 4 with its best fit. The
spectrum was analyzed in a similar manner to that described in a pre-
vious study [27]. The central transition spectral line for Ga(VI) is ap-
proximately located between 200 and –200 ppm, and it was fitted using
Cq= 5300 kHz and η =0. The central transition spectrum for Ga(IV)
spreads from 800 to −800 ppm and it yields Cq= 13650 kHz and η

=0.
The 71Ga MAS NMR spectrum for Lu3Ga5O12 is also presented in

Fig. 4. The spectral line for the Ga(VI) central transition is clearly
visible near 0 ppm. At this rotation speed, the Ga(VI) lineshape has
distinct singularities related to quadrupole interactions, which allows
the quadrupole parameters to be calculated. However, the Ga(IV)
central transition cannot be resolved well at the available rotation
speeds because it spreads over 200 kHz in the static spectrum. Never-
theless, all the features presented in the 71Ga MAS NMR spectrum can
be unambiguously fitted with good accuracy even for the spectrum
obtained at a rotation of 20 kHz (Fig. 4). This contrasts with the fitting
of the static spectrum, where different combinations of quadrupole
interactions and chemical shift anisotropies could result in similar
spectra. We note that quadrupole parameters obtained after simulating
the MAS spectra yield an almost correct lineshape for the static spec-
trum, which validates the analysis of the MAS spectra for all of the
samples.

The 71Ga MAS NMR spectra for all of compounds are presented in
Fig. 5. The quadrupole parameters obtained from the best fits of these
spectra are summarized in Table 4.

As the gallium content increases, the quadrupole constant Cq ex-
hibits analogous trends to 27Al, where Cq increases for Ga located in an
octahedral environment whereas it is almost unchanged in a tetrahedral
environment. The very large differences between the Cq values for Ga
and Al atoms located in similar environments are connected to the
different values of the Sternheimer antishielding factors (“a measure of
the magnification of the EFG at the nucleus due to distortion of the

Table 3
Occupation numbers (Al(IV)/Al(VI) ratio) determined directly for the mixed
Lu3Al5-xGaxO12 compounds from the27Al MAS spectra using the intensities ratio
of the CTs and those obtained after simulating the full spectra.

Compound Al(IV)/Al(VI) ratio

CT only full simulation

Lu3Al5O12 1.34 1.51
Lu3Al4GaO12 1.08 1.19
Lu3Al3Ga2O12 0.92 1.01
Lu3Al2Ga3O12 0.78 0.84
Lu3AlGa4O12 0.72 0.76

Fig. 4. 71Ga nuclear magnetic resonance (NMR) static and magic angle spinning
(MAS) spectra (rotation speed of 20 kHz) for the ground Lu3Ga5O12 single
crystal, and their best fit.

Fig. 5. 71Ga magic angle spinning nuclear magnetic resonance (MAS NMR)
spectra obtained for Lu3Al5-xGaxO12 at a rotation speed of 20 kHz.
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inner electron shells close to the nucleus” [26]) for these atoms, i.e.,
−3.6 and −17 for Al and Ga, respectively.

In order to obtain the Ga(IV)/Ga(VI) occupation ratio and to con-
sider the possible baseline distortions of the very broad Ga(IV) lines in
the 71Ga MAS spectra, 71Ga static NMR spectra were measured for
Lu3Al5-xGaxO12 single crystals (Fig. 6). The spectral lines originating
from the Ga(IV) and Ga(VI) sites were assigned based on the data ob-
tained from MAS spectra while considering the essential differences
between the Ga(IV) and Ga(VI) quadrupole parameters (Table 4). As a
result, two groups of lines could be distinguished in the spectra for the
single crystals: a group of lines shifting under crystal rotation in the
range from approximately −200 to 200 ppm was assigned to Ga(VI),
and another group of lines shifting with crystal rotation in the range
from approximately −1000 to 1000 ppm was assigned to Ga(IV) due to
its much larger quadrupole constant.

By selecting an appropriate crystal orientation, the 71Ga NMR lines
of Ga(IV) can be resolved well from the Ga(VI) sites even for the
broadened spectral lines of all the Lu3Al5-xGaxO12 mixed compounds
(x= 1–5; see Fig. 6). The Ga(IV)/Ga(VI) occupation ratios calculated
from the single-crystal spectra are listed in Table 5 and they are com-
pared with the values recalculated from the Al(IV)/Al(VI) ratio ac-
cording to the following relationships:

(NAl(IV) + NGa(IV))/(NAl(VI) + NGa(VI))= 3/2 (4)

(NAl(IV) + NAl(VI))/(NGa(IV) + NGa(VI)) = (5–x)/x,

where NAl(IV) and NAl(VI), and NGa(IV) and NGa(VI) are the numbers of Al
and Ga atoms in the tetrahedral and octahedral positions, respectively.

Due to the broad spectral lines in the 71Ga NMR spectra, the accu-
racy when determining the Ga(IV)/Ga(VI) ratio using the 71Ga NMR
spectra is much lower than that recalculated from the 27Al MAS NMR,
and thus it can only be regarded as supplementary information.

Nevertheless, some additional information can be extracted from the
single-crystal spectra. Considering the garnet structure with Ia d3̄ sym-
metry, the main component of the EFG tensor of Ga(IV) should be or-
iented along the local 4̄ axis, which is aligned along one of the<100
> cubic directions. This results in three magnetically inequivalent Ga
(IV) sites in a single crystal, where η =0 due to the symmetry of the
tetrahedron (as also observed in MAS spectra), so only three lines
should be present in the spectrum for Ga(IV). At least four distinct lines
belonging to Ga(IV) are visible in the spectrum for LuAl4Ga1O12

(Fig. 6), which indicates that the partial substitution of Al by Ga
changes the orientation of the local axis for some tetrahedral sites,
while leaving them otherwise undistorted. These findings together with
the data obtained for Al suggest that the partial substitution of Al by Ga
results in the rotation of oxygen tetrahedrons and the simultaneous
deformation of oxygen octahedrons.

In order to characterize the Al and Ga ions occupations more pre-
cisely and to compare them with previously reported data for Y3GaxAl5-
xO12 crystals, the fractional occupation numbers defined as:

= +f Al IV Al IV Al VI( )/( ( ) ( ))Al
tet

and

= +f Al IV Al IV Al VI( )/( ( ) ( ))Al
oct

for the Al and Ga ions are shown in Fig. 7. Clearly, at x= 1, only 20% of
the Ga ions occupy the octahedral sites whereas 80% occupy the tet-
rahedral sites. As the Ga concentration increases, both fGa

tet and fGa
oct tend

to increase in a linear manner to values of 60% and 40%, which cor-
respond to pure Ga garnet. Similar results were obtained for Y3GaxAl5-
xO12 by using X-ray diffraction [17] (filled and open squares in Fig. 7)

Table 4
71Ga NMR quadrupole parameters for the mixed Lu3Al5-xGaxO12 compounds.

Compound Ga(IV) Ga(VI)

Cq (kHz) η δiso (ppm) Cq (kHz) η δiso (ppm)

Lu3Al4GaO12 13500 0 250 4450 0 29
Lu3Al3Ga2O12 13700 0 250 4950 0 29
Lu3Al2Ga3O12 13800 0 260 5050 0 30
Lu3AlGa4O12 13900 0 270 5330 0 30
Lu3Ga5O12 13700 0 250 5310 0 28

Fig. 6. 71Ga nuclear magnetic resonance spectra obtained for Lu3Al5-xGaxO12

single crystals. Solid lines with different colors indicate decomposition of the
spectra into separate Gaussian contributions from the Ga(VI) and Ga(IV) sites
(also see Ref. [25]).

Table 5
Ga(IV)/Ga(VI) occupation ratios in the mixed Lu3Al5-xGaxO12 compounds de-
termined from71Ga and27Al NMR spectra (also see Ref. [25]).

Compound Ga(IV)/Ga(VI)

Determined from71Ga NMR Recalculated from27Al MAS NMR

Lu3Al5O12 – –
Lu3Al4Ga1O12 3.6 4.8
Lu3Al3Ga2O12 3.01 2.9
Lu3Al2Ga3O12 2.15 2.29
Lu3AlGa4O12 1.82 1.8
Lu3Ga5O12 1.49 –

Fig. 7. Fractional occupations of Ga and Al ions in Lu3GaxAl5-xO12 mixed
crystals as a function of the total Ga content (also see Ref. [25]). Dashed lines
correspond to the random distribution of Al and Ga over tetrahedral and oc-
tahedral sites. For comparison, the fractional occupation of Ga in Y3GaxAl5-xO12

crystals measured by X-ray diffraction is shown by open [17] and filled [18]
squares.
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and NMR [20] methods, thereby indicating that the occupation of Al
and Ga sites in garnets does not depend on rare earth dodecahedral
cations.

3.3. DFT calculations

The electronic structures of the compounds with various gallium
contents x were modeled using single garnet unit cells Lu24Ga8xAl40-
8xO96 containing eight formula units. The number of possible arrange-
ments of Al and Ga within one garnet unit cell increases rapidly when
shifting away from the pure Lu3Al5O12 or Lu3Ga5O12 composition
(x=0 or 5). Therefore, in addition to designing different distributions
of Ga and Al cations in the tetrahedral and octahedral sites, we also
aimed to maintain reasonably high space group symmetry in order to
make the calculations feasible. In addition to the two pure garnet
structures Lu3Al5O12 and Lu3Ga5O12, we calculated mixed compounds
with contents of Ga x=1, 2, 3, and 4, where several symmetric con-
figurations were tested for each x in order to consider possibly different
but not necessarily random Ga distributions. All of the calculated
structures and their structural data are listed in Table 6.

Different distributions of Ga over tetrahedral and octahedral sites
affect the lattice parameters (Table 6), which then deviate slightly from
the values predicted by Vegard's law (Fig. 8). In particular, the lattice
constants for the configurations with the tetrahedral sites preferably
occupied by Ga ions have somewhat lower values than those expected

according to Vegard's law. Moreover, the lattice constants for the model
structures where we forced Ga to occupy the octahedral sites exhibited
opposite deviations from Vegard's law (Fig. 8). The same qualitative
deviation from Vegard's law was determined experimentally in a pre-
vious study [17] for Y3Al5-xGaxO12 compounds, as well as theoretically
[24] but only for two structures comprising Y3Al5-xGaxO12, where
x=0.6 and Ga only occupied octahedral sites, and where x= 0.4 and
Ga only occupied tetrahedral sites.

This deviation from Vegard's law implies changes in the ca-
tion–cation distances for different Ga distributions and effects on the
repulsive forces between them [17]. We calculated the total energies for
all of configurations considered, where their unit cell parameters and
atomic coordinates were optimized correctly, and the remaining atomic
forces were well below 0.05 eV/Å (2 mRy/a.u.). For every group of
compounds with different distribution of Ga over tetrahedral and oc-
tahedral sites, the energy gains after swapping Ga(VI)+Al(IV) with Ga
(IV)+Al(VI) are presented in Table 6. Our calculations clearly show
that for any given composition (defined by the gallium content x), the
Ga(IV)+Al(VI) scenario is more favorable than the opposite case
comprising Ga(VI)+Al(IV). In all cases, the energy difference is about
0.2 eV per swapped Al + Ga pair, which implies that the occupation of
the tetrahedral sites is favored more strongly for Ga regardless of the Ga
concentration.

Despite Ga3+ having a larger ionic radius than Al3+, gallium clearly
prefers to occupy tetrahedral sites, which have a smaller available vo-
lume than octahedral sites. Therefore, the differences in the formation
of a chemical bond by Al and Ga should be considered in order to un-
derstand this apparent paradox. Analyses of the electronic structures
obtained for our compounds based on the calculations demonstrate that
both Al and Ga form a chemical bond in a different manner in a tet-
rahedral or octahedral environment, which can be clearly illustrated by
considering the Lu3Al3Ga2O12 compound as an example. The density of
states for this compound and the partial densities of states (PDOS) for
selected atoms are shown in Fig. 9 (Lu 4f-states located near −2 eV are
excluded from the partial densities of states because they do not par-
ticipate in the formation of the chemical bond).

It is straightforward to observe that Lu d-states hybridized with Ga
s-states dominate the conduction band bottom. The valence band states
near the Fermi level are formed mainly by O p- and Lu d- and p-states,
where a narrow band near −12 eV corresponds to the filled Ga 3d
orbitals. The states near the bottom of the valence band represent semi-
core O 2s-states that are slightly hybridized with Lu p- and Ga d-states.

Table 6
List of the structures considered in the DFT calculations and the energy gained when swapping the Ga-Al pair between octahedral and tetrahedral positions.

Compound Cation distribution over the sites, ()= tetrahedral,
[]= octahedral

Al(IV)/Al(VI)
ratio

Space group Energy difference per Ga-Al pair
(meV)

Lattice (Å)

Lu3Al5O12 (Al24)[Al16] 1.5 Ia-3d – a= 12.02618
Lu3Al4GaO12 (Al16Ga8)[Al16] 1.0 I41/acd 0 a= 12.08551

P-4 333 a= 12.08551a

(Al24)[Al8Ga8] 3.0 Ia-3 212 a= 12.09840
R32 535 a= 17.109721) c= 20.95504

γ=120
Lu3Al3Ga2O12 (Al8Ga16)[Al16] 0.5 I41/acd 0 a= 12.13917

(Al16Ga8)[Al8Ga8] 2.0 Ibca 200 a= 12.15213
(Al24)[Ga16] ∞ Ia-3d 195 a= 12.16265

Lu3Al2Ga3O12 (Al16Ga8)[Ga16] ∞ I41/acd 183 a= 12.21798
(Al8Ga16)[Al8Ga8] 1.0 Ibca 185 a= 12.21310
(Ga24)[Al16] 0 Ia-3d 0 a= 12.19599

Lu3AlGa4O12 (Al8Ga16)[Ga16] ∞ I41/acd 179 a= 12.27570
P-4 178 a= 12.275701)

(Ga24)[Al8Ga8] 0 Ia-3 9 a= 12.26098
R32 0 a= 17.339641)

c= 21.23664
γ=120

Lu3Ga5O12 (Ga24)[Ga16] – Ia-3d – a= 12.33093

a For structures with lower symmetry, the lattice parameters were not fully optimized but instead they were taken from the corresponding structure with higher
symmetry.

Fig. 8. Dependence of the lattice constant on the Ga content. The solid line
shows the lattice constants expected according to Vegard's law.
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Both the O 2s and Ga 3d orbitals are filled, so the formation of bonding
and antibonding orbitals does not lead to a decrease in the total energy,
and the involvement of empty Lu orbitals is necessary for the formation
of the chemical bond. This results in an interaction between Lu and Ga
cations, which influences the binding energy of the Ga 3d orbitals. The
formation of these orbitals is shown in Fig. 10, where the spatial dis-
tribution of the Ga 3d electron density is represented. The involvement
of Ga(IV) d orbitals in the formation of the chemical bond is more
pronounced compared with those of Ga(VI) (see Fig. 9 and 10), ap-
parently because of the shorter distances for Ga(IV)-O (1.86 Å com-
pared with 2.01 Å for Ga (IV) and (VI)).

Bader charge analysis for this compound demonstrates that both Al
and Ga have smaller positive charges in the tetrahedral environment
than the octahedral environment (1.87 and 1.97 for Ga(IV) and Ga(VI),
respectively and 2.53 and 2.57 for Al(IV) and Al(VI)), which indicates
the formation of more covalent bonds by the cation located within the
tetrahedron. This trend was also observed by Nakatsuka et al. [17] for
Y3Al5-xGaxO12 mixed compounds: “from an estimate of the proportion
of covalent bonding based on bond strength.”

The tendency of Al and Ga to form more covalent bonds in a tet-
rahedral oxygen environment can be explained by their electronic
structure. Both Al ([Ne]3s23p1) and Ga ([Ar]3d104s24p1) have ns2np1

valence electrons that can participate in the formation of sp3 hybridized

orbitals. These hybridized orbitals have a directed character and they
point to the oxygen atoms of the tetrahedron, which results in a better
overlap of orbitals and leads to the formation of a more covalent bond.
The formation of orbitals directed at the oxygen atoms in the octahe-
dron (e.g., d2sp3 hybridization) is energetically unfavorable because of
the necessary involvement of Al and Ga d- orbitals. Al 3d orbitals have
substantially higher energy, whereas the Ga 3d orbitals are initially
filled (they only participate weakly in the formation of the chemical
bond) thus, the filled orbitals directed to oxygen exhibit Coulomb re-
pulsion with a negative charge on it. This leads to the formation of
orbitals with a delocalized character that is appropriate for an ionic
bond.

Thus, both Al and Ga tend to occupy the tetrahedral environment in
the garnet structure. The preference of Al for the tetrahedral sites was
also deduced (e.g., see Ref. [39]) based on high pressure decomposition
experiments and magnetic studies of Al- and Ga-substituted iron gar-
nets, where it was suggested that the tetrahedral site preference “in-
creases on going from Fe3+ to Al3+ to Ga3+.” The higher electro-
negativity value for Ga compared with Al (1.81 vs. 1.61) results in
formation of an even more covalent, stronger bond by Ga orbitals in the
tetrahedron, and enhances the preference of Ga for the tetrahedral
positions.

The interactions between Ga 3d10 electrons with the negative
charges of the surrounding oxygen atoms also affect the energies of Ga
(IV) and Ga(VI), as shown in Fig. 11, which focuses on the narrow 3d
band near −12 eV. The Ga(VI) d states are shifted toward weaker
binding energies compared with Ga(IV) (the opposite to the shift ex-
pected from a larger positive charge on Ga(VI)), where the “centers of
gravity” are shifted by 0.34 eV. The role of Ga 3d electrons is clearly
demonstrated by comparing our calculations with those performed for
Y3Aloct2−yGaocty Altet3 O12 and Y3Aloct2 Altet3-yGatety O12 compounds (see Ref.
[23]), which were conducted using the “Ga pseudopotential generated
for the reference configuration Ga(4s24p1).” This pseudopotential
considers Ga 3d electrons as core states, which effectively nullifies their

Fig. 9. Total density of states and partial densities of states for selected atoms in
the Lu3Al3Ga2O12 compound.

Fig. 10. Distribution of Ga 3d electron density around the Ga and O atoms in
the range from −15 to −10 eV (at the isosurface level corresponding to a low
charge density), showing the overlap between the electronic density of Ga and
surrounding oxygen atoms (plotted using VESTA [38]).
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influence on Ga site preference. After calculating the difference in the
formation energy, Munoz-Garcia and Seijo [23] concluded that at low
Ga concentrations, the presence of Ga in octahedral positions is more
favorable than that in tetrahedral positions, which is the opposite
conclusion to that obtained based on our calculations where the 3d
electrons were treated correctly.

Based on the results of both calculations and considering that the
shift of the “centers of gravity” for Ga d electrons is comparable to the
total energy gained for swapping a Ga-Al pair (0.2 eV for this com-
pound), we may conclude that the interaction with Ga 3d electrons
plays a decisive role in the high preference of Ga for occupying the
tetrahedral positions in the garnet structure. We observe that the role of
the Ga d orbitals decreases slightly as volume of all the polyhedrons
increases because this leads to a decrease in the density of valence
electrons. Thus, a higher concentration of Ga leads to an increase in the
lattice constants and reduces the interactions with Ga d electrons, and
thus the value of the energy gain is smaller for swapping the Ga-Al pair
(Table 6).

The preference of Ga for occupying the tetrahedral positions at any
Ga content according to our calculations and the discussion above was
not fully reflected by the results of our NMR experiments where a small
fraction of Ga atoms were also found in the octahedral sites and the Ga

(IV)/Ga(VI) ratio decreased as the Ga concentration increased. This
discrepancy can be understood as follows. The DFT calculations cor-
respond to the ground state at 0 K whereas in reality, the cation dis-
tribution arises during the synthesis of the crystal at high temperatures
(∼2000 K). The energy difference of about 0.2 eV per Ga-Al pair is
comparable to the thermal energy kBT (where T is the temperature for
garnet sample preparation or thermal treatment). Thus, the final ca-
tionic arrangement cannot be expected to correspond to equilibrium at
0 K, but instead it will be shifted toward a random distribution for the
cations, which depends on the energy gains for the respective structures
and the sample preparation conditions (thermal treatment). The effect
of the treatment temperature on the distribution of cations over tetra-
hedral and octahedral sites in garnets was demonstrated in a previous
study [40].

Our calculations show that the energy gain per one Ga(IV)+Al(VI)
pair depends on the Ga concentration (Table 6) and it reflects the de-
pendence of the Ga(IV)/Ga(VI) ratio on x according to experimental
observations in Lu3Al5-xGaxO12 solid solutions (Fig. 12).

We also computed the parameters for the EFG tensor: Vzz and
asymmetry parameter η (Table 7, where Vzz is converted into Cq). The
EFG parameters are usually in good agreement with the experimental
values [41–43], and thus they can be compared directly with the NMR

Fig. 11. Ga d local densities of states for Ga(VI) and Ga(IV) in Lu3Al3Ga2O12. The inset shows the integral charge on the d orbitals.
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results.
Fig. 13 shows the Cq values calculated for the structures with the Al/

Ga arrangement, which were set as close as possible to the real dis-
tribution observed by NMR, as well as the experimental values. The
calculations slightly underestimate the Cq values but they general agree
well with the NMR experimental values, thereby confirming our in-
terpretation of the measured results.

According to our calculations and the experimental values, the
partial substitution of Al by Ga leads to increases in the Cq values for
both Al(VI) and Ga(VI), which indicates the distortion of oxygen octa-
hedrons. However, X-ray diffraction data measured for Y3Al5-xGaxO12

mixed compounds [17,18] and our calculations performed for mixed
Lu3Al5-xGaxO12 compounds indicate increases in the lattice constants,
which are usually associated with decreased deformation.

The distortions of oxygen octahedrons as the Ga content increases
can be explained by the non-uniformity of the octahedral environment
due to the partial substitution of Al by Ga. Each oxygen atom in the
garnet structure is shared by an octahedron, tetrahedron, and two Lu-
dodecahedrons, so the Ga-O and Al-O distances in the octahedron de-
pend on the type of central atom in the shared tetrahedron. For
Lu3Al5O12, all of the calculated Al(VI)-O distances are identical and
equal to 1.93629 Å, whereas in the case of Lu3Al4GaO12, the Al(VI)-O
distances are elongated (1.94101 Å) for Al(VI)-O-Al(IV) and shortened
(1.92392 Å) for Al(VI)-O-Ga(IV). Moreover, due to the higher Ga elec-
tronegativity (compared with Al), the oxygen atom connected to Ga
receives a lower negative charge via the formation of a chemical bond,
which results in a non-uniform charge distribution around the Al atom
and adds to the EFG value.

However, in the case of Ga octahedrons, the observed changes in the
Cq values cannot be explained in this manner for all compounds. In
particular, the Cq value for Ga(VI) in Lu3Ga5O12 is noticeably higher
compared with that for Ga(VI) in Lu3Al4GaO12 (Tables 4 and 7). At the
same time, the Lu3Ga5O12 compound has larger octahedral volumes and
in contrast to Lu3Al4GaO12, it has an absolutely uniform environment of
Ga octahedrons. Therefore, other mechanisms must be responsible for
the increased EFG in mixed crystals. In order to avoid the influence of
the type of central atom (Al/Ga) on Cq, Table 8 shows the distortions in
all of the polyhedrons in terms of the deviations between their bond
angles and those in the regular polyhedron.

In general, Table 8 shows that Ga polyhedrons are more distorted
than the Al polyhedrons, where the distortion of the octahedrons in-
creases as the Ga content increases, whereas the tetrahedrons remain
almost unchanged. Apparently, stronger covalent bonding formed due
to sp3 hybridization by the Al or Ga valence orbitals prevents any sig-
nificant deformation of the tetrahedron, as shown by the unchanged Cq
values in the tetrahedrons (Tables 2, 4 and 7) and the relatively con-
stant bond angles (Table 8). Thus, we propose the following concept to
explain the structural changes that accommodate the Al↔Ga substitu-
tion. The lengths of the Ga(IV)-O bonds are larger than those of Al(IV)-
O, but the Lu-O distance and minimal O-O distance between the nearest
oxygen atoms are limited only by the ionic radii of Lu and O. These
radii do not change substantially after Al↔Ga substitution thus, the
expansion of the structure is nonlinear. The Al↔Ga substitution
changes the distance between the cation and oxygen atom, and distorts
all of the remaining polyhedrons in order to preserve the shape of the
Al/Ga tetrahedrons. However, a simple expansion of the tetrahedron in
the Ga-O direction (see Fig. 14) would severely increase the trigonal
distortion for a neighboring octahedron via the deformation of the
oxygen triangle (denoted by the red dotted line in Fig. 14) positioned
around the trigonal axis (blue arrow). Thus, it is more favorable to shift
these three oxygen atoms (and their respective counterparts) in a per-
pendicular direction, i.e., along the trigonal axis, which increases the
octahedral distortion only moderately while simultaneously causing
rotation of the unperturbed tetrahedron. For a given octahedron, when
more neighboring tetrahedrons are occupied by gallium, the forces that
shift the oxygen triangles along the trigonal axis are higher, which
enhances the trigonal deformation of the octahedron (Table 8) and Cq
increases as a consequence, regardless of the type of the central atom
(Al/Ga).

4. Summary

In this study, 27Al and 71Ga solid-state NMR data were obtained for
mixed Lu3Al5-xGaxO12 compounds in the form of bulk and ground single
crystals. Single crystal, powder static, and MAS spectra were measured
and analyzed, which allowed us to determine the full set of spectral

Fig. 12. Calculated energy difference for Ga occupying an octahedron instead
of a tetrahedron (and vice versa for Al) according to the gallium content x
(black squares), and the experimentally measured Ga(IV)/Ga(VI) ratios (red
circles).

Table 7
Calculated EFG parameters Cq (in kHz) and η for Ga and Al nuclei in all of the structures considered.

Compound Cation distribution over ()= tetrahedral, []= octahedral sites Al(IV)/Al(VI) Al(IV) Al(VI) Ga(IV) Ga(VI)

Cq η Cq η Cq η Cq η

Lu3Al5O12 (Al24)[Al16] 1.5 5993 0 1045 0 – – – –
Lu3Al4GaO12 (Al16Ga8)[Al16] 1.0 5766 0.1 1662 0.49 12568 0 – –
Lu3Al4GaO12 (Al24)[Al8Ga8] 3.0 6183 0.46 907 0 – – 2976 0
Lu3Al3Ga2O12 (Al8Ga16)[Al16] 0.5 5608 0 1966 0.43 12195 0.1 – –
Lu3Al3Ga2O12 (Al16Ga8)[Al8Ga8] 2.0 6040 0.58 1555 0.59 12897 0.37 3984 0.31
Lu3Al3Ga2O12 (Al24)[Ga16] – 6326 0 – – – – 2622 0
Lu3Al2Ga3O12 (Al16Ga8)[Ga16] – 6182 0.11 – – 13022 0 3847 0.38
Lu3Al2Ga3O12 (Al8Ga16)[Al8Ga8] 1.0 5772 0.5 1785 0.47 12504 0.47 4474 0.32
Lu3Al2Ga3O12 (Ga24)[Al16] – – – 2031 0 11803 0 – –
Lu3AlGa4O12 (Al8Ga16)[Ga16] – 5991 0 – – 12686 0.09 4228 0.43
Lu3AlGa4O12 (Ga24)[Al8Ga8] 0 – – 1797 0 12138 0.41 4692 0
Lu3Ga5O12 (Ga24)[Ga16] – – – – – 11514 0 4129 0
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parameters (chemical shifts and quadrupole frequencies) to describe
the NMR spectra, including the distribution of the Al and Ga ions over
the tetrahedral and octahedral sites in the garnet lattice as a function of
the Ga content. In particular, we found that quadrupole interactions of

both 27Al and 71Ga in a tetrahedral environment do not vary with the
Ga content in the solid solutions, thereby suggesting that the tetra-
hedrons do not undergo additional marked distortion, but instead they
can be rotated. By contrast, the quadrupole parameters of both nuclei in
an octahedral environment increase substantially as the Ga content
increases despite the growth of the octahedral volumes, which is as-
sociated with trigonal deformation of the octahedrons. Thus, most of
the structural relaxation after Al is substituted by Ga occurs via de-
formations of the octahedrons and the simultaneous rotation of un-
deformed tetrahedrons. The observed behavior was well reproduced by
our DFT calculations for the EFG tensor.

The Al and Ga site occupancies were calculated precisely from the
71Ga and 27Al NMR spectra. We found that the partial substitution of Al
by Ga results in a heterogeneous distribution of Ga atoms over the
tetrahedral and octahedral sites in the garnet structure. In all of com-
pounds considered, despite its larger ionic radius, gallium tends to oc-
cupy the tetrahedral positions, which have a smaller volume than the
octahedral positions. This was also supported by the DFT calculations
performed for all of the compounds, which showed that the allocation
of Ga to the tetrahedral sites is energetically more favorable for any Ga
content. The energy difference between the Ga(IV)+Al(VI) and Ga(VI)
+Al(IV) scenarios is about 0.2 eV for one Ga + Al pair, and this value
decreases slightly as the Ga content increases.

Both Al and Ga have a larger covalent component in the chemical
bond in a tetrahedral environment compared with an octahedral en-
vironment. The higher electronegativity value of Ga compared with Al
exacerbates this difference for Ga atoms and makes its replacement of
Al in the tetrahedral sites energetically more favorable. Nevertheless,
the differences in the electronic structure of Al and Ga atoms need to be
considered in order to explain the Ga occupancy preferences. Both Al
and Ga have ns2np1 valence electrons, but Ga possesses a filled 3d shell,
which must be considered when investigating substitutions in different
environment. The involvement of Ga 3d electrons in the interaction
leads to a significant shift of Ga-tetra d electron energies toward
stronger binding energies in comparison with Ga-octa d electrons,
which determines the tendency of Ga to occupy the tetrahedral posi-
tions in the garnet structure.
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Fig. 13. Calculated quadrupole constants Cq obtained from nuclear magnetic resonance experiments and density functional theory calculations according to the
gallium content x.

Table 8
Bond angle variance (represented as the sum of the squares of the differences
between the angles in the computed and regular polyhedron) calculated for all
of the structures considered.

Compound Cation distribution over
tetrahedral (), and octahedral
[] sites

Bond angle variance (degˆ2)

Al(IV) Al(VI) Ga(IV) Ga(VI)

Lu3Al5O12 (Al24)[Al16] 59.14 17.73 – –
Lu3Al4GaO12 (Al16Ga8)[Al16] 56.17 24.75 74.08 –

(Al24)[Al8Ga8] 66.63 17.33 – 25.83
Lu3Al3Ga2O12 (Al8Ga16)[Al16] 53.93 32.68 71.03 –

(Al16Ga8)[Al8Ga8] 62.94 24.34 82.51 33.99
(Al24)[Ga16] 68.06 – – 24.80

Lu3Al2Ga3O12 (Al16Ga8)[Ga16] 66.07 – 84.93 32.74
(Al8Ga16)[Al8Ga8] 60.60 31.01 78.02 43.25
(Ga24)[Al16] – 41.00 67.62 –

Lu3AlGa4O12 (Al8Ga16)[Ga16] 63.00 – 82.17 41.47
(Ga24)[Al8Ga8] – 38.86 76.14 53.48

Lu3Ga5O12 (Ga24)[Ga16] – – 78.80 51.35

Fig. 14. Fragment of the Lu3Ga5O12 structure showing the trigonal distortion of
the oxygen octahedron (plotted using VESTA [38]).
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